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Abstract

-ýAn equipment model has been developed for the low pressure chemical vapor deposition
(LPCVD) of polycrystalline silicon in a horizontal tube furnace. The model predicts the
wafer-to-wafer deposition rate down the length of the tube. Inputs to the model include:
silane flow rates from three injectors, injector locations, locations of and temperatures at
three thermocouples, operating pressure, the number of wafers, wafer diameter, the
location of the wafer load, and other physical dimensions of the furnace such as tube length
and inner diameter. The model is intended to aid the process engineer in the operation of
equipment, including the selection of optimum process parameters and process control
based on measured deposition thicknesses. 'The model is also flexible enough to aid in the
design of new equipment.

The one dimensional finite difference model encompasses the convective and diffusive
fluxes of silane and hydrogen in the annular space between the wafer load and tube walls.
The reaction of silane is modeled with full account taken of the generation and transport of
hydrogen. Kinetic and injection parameters in the model were calibrated using a series of

'" nine statistically designed experiments which varied four parameters over three levels. The
model accurately predicts the axial deposition profile over the full range of
experimentation and demonstrates good extrapolation beyond the range of experimental
calibration. The model was used to predict a set of process parameters that, wuUId iUsUIt h-

the least variation of deposition rate down the tube. (The predicted parameters agr-,- well
with experimentally determined optimum conditions. 1' I
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ABSTRACT

An equipment model has been developed for the low pressure chemical vapor depo-
sition (LPCVD) of polycrystalline silicon in a horizontal tube furnace. The model
predicts the wafer-to-wafer deposition rate down the length of the tube. Inputs to
the model include: silane flow rates from three injectors, injector locations, loca-
tions of and temperatures at three thermocouples, operating pressure, the number
of wafers, wafer diameter, the location of the wafer load, an_ other physical di-
mensions of the furnace such as tube length, and i' -: liameter. The model is
intended to aid the process engineer in the operation of equipment, including the
selection of optimum process parameters and process control based on measured
deposit*..: thicknesses. The model is also flexible enough to aid in the design of
new equipment.

The one dimensional finite difference model encompasses the convective and dif-
fusive fluxes of silane and hydrogen in the annular space between the wafer load and
tube walls. The reaction of silane is modeled, with full account taken of the genera-
tion and transport of hydrogen. Kinetic and injection parameters in the model were
calibrated using a series of nine statistically designed experiments which varied four
parameters over three levels. The model accurately predicts the axial deposition
profile over the full range of experimentation and demonstrates good extrapolation
beyond the range of experimental calibration. The model was used to predict a
set of process parameters that would result in the least variation of deposition rate
down the tube. The predicted parameters agree well with experimentally deter-

"-J mined optimum conditions.
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) Title: Assistant Professor of Mecha,,ical Engineering
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Figure 1: Schematic of LPCVD reactor.

1 INTRODUCTION

1.1 Motivation and Background

Low pressure chemical vapor deposition (LPCVD) of polysilicon in tubular hot-wall
reactors has become a wide spread process in the manufacture of semiconductor de-
vices. The proliferations of this process over previous atmospheric cold-wall pressure
CVD is due to the ability to process larger quantities of wafers with better unifor-
mities across wafers and wafer-to-wafer uniformities without a significant loss (5 to
10 times less) in growth rates. The low pressures (0.2-1 torr) increase the diffusion
coefficient by three orders of a magnitude making the process reaction rate lim-
ited. A potential problem is the accumulation of silane at the reactor walls causing
prticulates and undue stress on the process tube. This problem can be avoided by
adding a liner inside the process tube which can be easily removed and replaced for

periodic cleaning.

The BTU Engineering/Bruce System 7351C horizontal, hot-wall furnace is a
typical commercial reactor used for the LPCVD of polysilicon, schematically shown
in Figure 1. The process area consists of a quartz process tube surrounded by a
three zone heating coil with a quartz liner inside the process tube. The wafer load
is inserted and removed on a silicon carbide cantilever attached to the front door
of the reactor. The wafer load rests in quartz boats and is situtated concentrically
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in the tube so that the wafers are perpendicular to the main gas flow. The vacuum

is pulled from the source1 end of the tube. Gas (pure silane, SiHR) can be injected

through three injectors - fixed load end - and two moveable injectors - which are

usually situated in the center and source zones. The temperature of the zoned

heater is controlled during deposition by three thermocouples which are situated

in a qui.xtz sheath inside the process tube and are individually located near the

beginning of the wafer load, in the center, and near the end of the wafer load.

These parameters are necessary inputs to an equipment model.

At present, processes are designed by empirical riles. Current process specifica-

tions require across wafer uniformities on the order of ±2% and across wafer load

uniformities of ±5%. Equipment specifications claim that across wafer uniformities

of ±1% and across wafer load uniformities of ±3% can be produced. Obtaining the

equipment paramter settings to achieve these process specifications is an expensive

and time consuming chore based on trial and error experimentation inside a small

operating regime ill whIIh the equipaieiit amid proces well behaved. Inve-tigation

of operating regimes outside the empirical "envelope" is a pro~hibitively expensive

task. As device specifications become ever more stringent, process specifications will

be more difficult to meet. Equipment models are the most cost effective method to

achieve the necessary goals of eqaipment operators and equipment designers.

1.2 Related Work

Many studies have been conducted to advance the physical understanding of the

LPCVD of polysilicon. Hitchman [1] derived a basic linear model of the LPCVD

"reaction kinetics. Van Den Brekel [2] and Claassen [3] investigated the LPCVD re-

action chemistry for polysilicon and developed an understanding for the main effects

1Throughout this paper the furnace will be referred to in three sones: the load sone, front area

of the furnace where the wafers are inserted and removed; the source sone, which is the area at the

rmar n(f tha tub#, ant thp iontpr snne-
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of the reacton chemistry as supported by experimental observations. Middleman

[4] developed a numerical model for the mass transport in an annular LCVD reac-

tor. He showed the effect of including diffusion i.'ong with the gas convection and

that the flow in the annular region was insufficient to create significant circulating

flows between the wafers. The above studies were invaluable to the the physical

understanding of the LPCVD process.

The most complete equipment models developed have been based on two very

different premises: numerical solutions of the system physical representation; and

expert systems mainly based on empirical rules. A numerical model for the LPCVD

of polysilicon was developed by Jensen [5,61. This model embodies the most ad-

vanced reaction kinetic model derived from the studies of Van Den Brekel [2] and

Claassen [31 with a gas flow model dependent on the system geometry. The model

predicts the axial deposition profile for polysilcon deposition for a ramped temper-

ature processes in which there is no gas injection other than at the load end of

the furnace. It is important to note that, although the model is able to predict

the axial profiles for which it was tested, the model and data were not run with

the same equipment parameter settings. The expert sytem approach most recently

developed at Berkeley [7] for the LPCVD of doped polysilicon. The expert system

partitions the deposition process goals into six modules for determination of the

resitivity, thickness, uniformity, grain size, film stress, and a support module. Each

individually search a data base of empirical rules for the correct equipment settings

to meet the process specifications. The expert system is limited to operation in

a small operating window in which it has empirical knowledge and would benefit

from an inclusion of equipment noise parameters such as temperature fluctuations

or gas flow variations for uniformity analysis.
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Figure 2: Generic representation of an equipment model.

2 NEED FOR EQUIPMENT MODELS

2.1 Definition and Configuration

In the most general sense, an equipment model is a body of knowledge which pro-

vides predictions about the outputs frona a unit manufacturing process, given in-

formation about the inputs to the process. Figure 2 illustrates a generic equipment

model with outputs and two classes of inputs, the process parameters and the dis-

turbances. The process parameters are those parameters that we exercise direct

control over, for example, temperature, pressure, gas flow rates. The dist arbances

are those inputs to the process which are subject to unintended and undesired vari-

ations. In some cases, the magnitude of the disturbances can be monitored, while in

other cases they cannot. Examples of disturbances include variations in the proper-

ties of incoming material and variations in the process parameters themselves. The

alternate labels presented in parentheses in Figure 2, (control factors, noise factors,

response factors) are the corresponding terminology used by Taguchi [8] to describe

manufacturing processes.

At a minimum, a competent equipment model must provide information about
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the ouputs given information about the process parameters. A more useful model,

will also include predictions about the effect of disturbances. It is vital that the

model provide information about the variation of the outpats and the dependence of

this variation on the process para~mters and the disturbances. The variations might

include across the wafer variation, wafer to wafer variation, and batch to batch

variation. A competent model might address all three classes cf variation, or might

focus on the most important class as indicated by experience. Accurate predictions

about the process mean are in general less important than accurate predictions

about variation, since in most processes the mean can be adjusted to its target

value without a substantial defect on variation. An example of such an adjustment

would be the length of time in an LPVCD deposition. Occasional exceptions to this

generalization will require that the model accurately predict the mean as well.

2.2 Uses for Equipment Models

Equipment models can be used to aid in the operation of existing equipment, ol

in the design of new equipment. The two classes of uses, will require models of

somewhat different construction.

In the area of operations, equipment models can be used to optimize the op-

eration of a process. Typically, the model would be used to find a set of process

psramters which result in the least variation of the outputs. Such optimization

procedures might be used in lieu of experimental optimization, but would more

typically be used to focus attention on the most suitable range of operation with

final adjustments performed experimentally. If the equipmeut model includes pre-

dictioas of the effective disturbances, the optimization procedure using the model

can include minimization of the effect of the disturbances. This is an especially

valuable approach to optimization, since including disturbance factors in an exper-

imental program would involve an enormous number of experimental points.

Equipment models can also be used for on-line quality contol or process control.
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Having selected the operation point in the optimization procedure, the model can

now serve to guide adjustments made locally around the operating point. For

example, as an LPCVD tube drifts with build up from successive runs, the model

can be used to predict the changes in gas flow rates needed to bring the results back

a., close as possible to the target.

A model which captures the effect of internal parameters such as geometric

dimensions, and choice of materials, can be used as a simulation tool for the design

of new equipment. Such a model can substantially reduce the development time for

new equipment.

2.3 Construction of Equipment Models

Equipment models may be constructed by two distinctly different approaches: phys-

ically based mechanistic modeling and statistical modeling. Each approach has its

distinct advantages. Physically based models have the advantage of broad applica-

bility, good extrapolation beyond the range of experiment-l verification, and good

prediction of process sensitivities. Statistical modeling has the advantagea of ease

of application and good absolute accuracy within the range of measurement.

Physically based models may be either closed form or numerical (finite element

methods, boundry element methods) in nature. Statistical models are most effec-

tively developed using techniques of statistical experimental design, such as Box

"factorial experimental design and response surfaces" 19] and Taguchi "orthoganal

array" [8]. The unifying feature of designed experiments is that all the parameters

of interest are varied simultaneously, in contrast to the more conventional one vari-

able at at time experimental techniques. In this way, the total experimental range

is explored with a minimum number of experiments.

12



2.4 Goal of the Current Work

In current practice, the two approaches to model construction discussed above have

been followed independently. The broad goal of this work is to fuse the two methods

and gain the b-nefits of both.

In the current work, we have constructed a physically based model using finite

difference numerical methods. The model has four adjustable coefficients embedded

in it which represent areas of uncertainty about the physics. Thebe coefficients have

been calibrated using a series of statistically designed experiments in order tc ISure

wide range of application of the model with the minimlin numbe- of exptiimenta.

13



3 MODEL DEVELOPMENT

3.1 Modeling Approach

The model consists of a one-dimensional representation of the LPCVD reactor for

polysilicon. The inputs to the model include: the physical dimensions of the pro-

cess area (i.e. liner diameter, process tube length, injector diameter); diameter

of the process wafers; position of the wafer load; flow rates from the three injec-

tors; positions of two of the injectors; temperatures and positions for each of the

profile thermocouples. The axial temperature profile is determined by a linear in-

terpolation of the temperatures for each of the thermocouple sites. The axial flow

is mcdeled with a convection-diffusion representations incorporating area changes

due wafer load and a laminar, plug flow velocity distribution.

The model predicts the axial deposition profile of the polysilicon. This solution

is calculated using a Newton-Raphson method on the center-difference numerical

representation of the one-dimensional system.

The following sections describe the analysis behind the assumptions in the model

and the manner in which it was constructed.

3.2 Process Physics

The process physics can be likened to a coupling between a number of physical

mechanisms:

"* introduction of gas into the furnace

"* mass transport in the axial flow direction

"* mass transport between the wafers

"* heat transfer

"* chemical reaction at the hot surfaces

14



3.2.1 Injected Gas Dynamics

The injector exit gas flow is a highly complex problem. Due to the small injector

diameter (- 4 mm) the velocities from the injectors are on the order of 0.5 x Mach 1.

It has also been shown (by a Poiseuille flow approximation in the injector) that

there is a large pressure drop at the injector exit. This indicates that there is

an extreme expansion wave at the exit of the injector [10]. From analysis of the

Reynolds number for the exit jet, the flow was shown to be turbulent (Re , 37).

The physical understanding of these systems is limited.

3.2.2 Axial Mass Transport

The relative importance of the convective flux to the diffusive flux is captured by

the Peclet number, Pe.= U. Where V is the estimated average gas velocity in

the in the annular region (V - 200 cm/sec), d is a relative length on the order of

the furilace length (d - 200 cm), and D is the diffusion coefficient at the operating

temperature and pressure (D .- 6000 cm 2 /sec). Since thiz analysis shows the Peclet

number on be of the order of one, both the convective and diffusive ftuxes must be

represented in the model.

An indication of the flow regime can be determined by the the Reynolds num-

ber, Re = v. Where V is the estimated average gas velocity in the annular re-

gion (V - 200 cm/sec), p is the gas density (p - 2 x 10"' kg/mS), d is a relative

length on the order of the furnace length (d - 200 cm), and 1i is the gas viscosity

(g - 3 x 10-' kg/m sec). The Reynolds number was found to be on the order of

one. This indicates that a laminar low app-:_"imation can be made.

An analysis was conducted to estimate the effect of the volumetric increase of

gas due to the chemical reactions at the hot surfaces. The analysis consisted of a

hybrid Poiseulle flow approximation in the annular region accounting for possible

Ohij.P LLU1V %CJMUAitAUlon at. 441AE VCUTLle J1U. L]j±.LJ'-TealalYI 4J1 ~1 8LOUWe L~d.II& It wi2 5 a

negligible pressure drop down the length of the furnace. The pressure drop was on
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the order of 0.1% of the total pressure (- 250 mtorr). This means that a constant

pressure assumption in the tube is valid.

3.2.3 Radial Mass Transport

The Peclet number can be used to indicate the relative importance of the convective

and diffusive terms in the radial direction by changing the relative order of the length

to that of the liner diameter (- 21 cm) and estimating a radial velocity between

the wafers. Due to the symmetry of the wafer loading in the furnace any convective

flow between the wafers would be very small. From this analysis it can be seen

that the Peclet number is much less than one (Pe, < 1), indicating that convective

transport is negligible as compared to the diffusive transport.

Another method of analysis of the radial mass transport effect can be done

through the Sherwood number, Sh = L. Where k is the mass transport coefficient

of the reaction from the Arrhenius reaction dependence (k - 8 x 10-3 cm/sec), d

is a relative length on the order of the tube diameter (d - 20 cm), and D is the

diffusion coefficient (D - 6000 cm 2 /sec). The Sherwood number is also much less

than one (Sh <c 1). This indicates that growth rate is reaction rate limited, or

that the diffusion time for the gases between the wafers is much smaller than the

reaction time at the wafer surface, indicating that the radial gas concentration can

be considered uniform.

3.2.4 Heat Transfer

An order of magnitude analysis for the relative importance of radiative to convective
heat transfer can be captured for small temperature variations as: !Z'1d Where

sh '

o is the Stefan-Boltzmaun's constant (5.67x10-s W/m 2 °K4), T is the operating

temperature (2 7- 898°K), d is a relative length on the order of the tube diameter

(d - .214 m), and k is the thermal conductivity of the gas (k - 2x10- W/m K).

The analysis show that • 42 indicating that radiation is the dominant mode

16



of heat transfer. This allows for an isothermal assumption in the radial direction.

3.2.5 Reaction Kinetics

The reaction kinetics involved in the pyrolysis of silicon from pure silane has been

studied [2,31 and the general consensus has been that the silane, Sil 4 , breaks down

in the gas phase as:

k,

SiH,(g) siH2(g) + H 2(g) (1)

k2

The Sil 2 then adsorbs on the hot surfaces, silicon is deposited, and the by-product,

hydrogen, desorbs:

k a

SiB 2 (g) siH2 (a) (2)

ks

SiH2 (a) ,. Si(s) + H 2 (a) (3)

k4

k d

H2(a) H2 11(g) (4)

k 4

The reaction equation for the deposition of silicon from silane describing the above

chemical reaction equations and substantiated by experimental evidence was for-

mulated by Roenigk and Jensen [6] as:

R kXsiH, CSo, [molSi] (5)

1 + KoXs, .C,.t + Kh/C~o, (1 - XSs.) I m~ec]

Where XsiH, is the molar fraction of silane, (1 - Xsi,) represents the molar fraction

of hydrogen, Ctgt is the total concentration of the gases, K. and Kh are the equi-

librium coefficients (adsorbtion to desorption) of silane and hydrogen and indicate

17
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Figure 3: Representation of the source and center injector empirical formulations:

a. F!at model. b. Ramp model.

the effect of silane and hydrogen concentrations on the silicon deposition, and k, is

an Arrhenius reaction rate dependence represented as:

ki = koexp ( 'A (6)

Where k0 is the Arrhenius reaction constant, AEA is the activation energy, R is the

universal gas constant, and T is the temperature. This is the major contributor to

the effect of temperature on the reaction.

3.3 Model Physics

The model captures the dominant characteristics of the afore mentioned physical

mechanisms and the physical representation of the system.

Gas is injected through three injectors. The load injector, which is directed in

the flow direction, is modeled by a constant concentration distribution across the

tube cross-ectional area. This is possible because there are no wafers in the load

region and the gas will diffuse rapidly in the furnace. The two counter-flow injectors,

center and source, hre modeled by incorporating as much physical knowledge of the

flow pattern as possible. Two empirical flow models where proposed: a flat injector

model, Figure 3a, and a ramp model, Figure 3b. The ramp model is more physicaily

representative because it incorporates the higher concentration of the gas at the

18



injector exit which would result form an expansion wave. The flat injector model

gives an average approximation of the occuring exit jet phenomena. Choice of the

best injector spray model will be discussed in Section 5.2.

Due to the complexity of the flow physics the lenght of the injector spray was

left as an adjustable parameter:

I= conA Q=,.d( (7)

Where Qin•,.t,• is the flow rate of the gas from the injector, con is an adjustable

parameter, A is the wafer spacing, and I represents the effective distance of the gas

spray. A linear relationship between the spray length and the flow rate was chosen

since the exact physics was too complex to determine the proportionality and a

linear relationship is more stable than other possible relationships.

Incorporation of the injector model into the LPCVD model was done by inte-

grating a silane generation term, 7, over a transversal section of the tube to give

an empirical, one-dimensional injector function:

F(z) IL .rdLt (8)

where Lt is the perimeter of the tube. This gives a one-dimensional embodiment of

the gas injection per unit length of tube area.

The axial mass transport in the furnace was modeled by a convertion-diffusion

flow representation with a laminar, plug flow velocity distribution. The basis for

this representation arises from the analysis of the axial Peclet number (Pe. "- 1)

and the Reynolds number (Re - 1).

The radial mass transport is neglected (Pe7 ,< 1 and Sh < 1). This allows a

one-dimensional numerical analysis. Meaning that the gas concentration at each

axial position in the furnace has a constant radial gas concentration.

Since the heat transfer is radiation dominated. as previo.is•v shown, &_i ,ther-

mal assumption cam be made in the radial direction. This decouples the temper-

* 19



ature from the model equations since only the axial temperature will effect the

diffusion cuefficents of the gases and the gas densities.

The reaction model, Equation 5, is included as a silane depletion term in the

silane flux equation. The model is combined with a reaction area per unit length

term which includes the depletion mass from the wafer load and the hot-wall sur-

faces. This reaction area per unit length term was found by in'egrating the areas

of the wafer surface and the cylindrical wall surface:

R (z) = 3  (J dA, + fA,) (9)

where A. is the area associated with the surface of the wafer and Ag is the area

associated with a cylinder having a length A/2, where A is the wafer spacing, and

having a radius equal to the radius of the tube. The evaluation of the integrals give:

R = (r.+,r& 1 1)Z (10)

which can be written in a compact form as:

where L, is the effective reaction length defined as 11 (r.' + rTA). This is the one-

dimensional depletion term used in the model.

3.4 Mathematical Formulation

The model was formulated based on the convective and diffusive fluxes of the silane

and hydrogen gases and the stoichiometry of the chemical reaction:

V (i-sH.) = 0
vQ') = 0(12.)

Where VsiH, and N-H, are the hydrogen and silane molar flows. Proper boundary

conditions are coupled to the above equations.

Aoa,,,ijng that i n. the crtrdinato along the tube and ft is an inward normal

vector to the generic surface, the boundary conditions for silanie are:
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"* at the wafer surface

NSH 4,.f -,R (13)

"* at the hot wall:

FqSiH4 .ft -R + 7(Zl (14)

where the term X is as formulated in Equation 5 and (zl-) takes empiri-

cally into account that s9ane is injected into th.e furnace an discussed is Sec-

tion 3.2.1.

"* at the load zone:

sl..h = Co~o.f(15)

where V0 is the gas velocity of the gas injected by the load injector and Co is

the molar density of the injected gas;

"• and assuming that at the end of the tube there is no chemical reaction:

a-Csi, 0 (16)

Similarly, the boundary conditions for hydrogen are:

e at the wafer surface and at the hot wall:

NH2.• = 2Z (17)

where the 2 R results from the stoichiometry of the chemical reaction in which

for the every silicon molecule deposited two hydrogen molecules are generated;

* at the load zone:

R = 0 (18)

e and assuming that at the end of the tube there is no chemical reaction:

dCH2- =0(9)
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Next, the fluxes in Equation 12 can be combined as: to, = RSH 4 + NHI, giving:

v (91.t) = 0 (20)

With the boundary conditions defined by the linear combination of the afore men-

tioned boundry conditions.

Assuming now that:

-CgiD~XsH 4 C,0, XSH, (21)
9SjF. = -c,.,DV Xsj,. + ., (ý tC)o, J

and

+, = -Cot X , + , XH2  (22)

where •. 0,/C,o, = V is the molar average velocity of the gas and Co, CS=SH, + CH2 .

The model, coupled with the boundary conditions previous!y introduced, can be

stated as:
V (-C toD'OXs j., + Cto,'QXSH 4) 0 0

v (-c,°oDm x5 . + Co°VXu,) 0 (23)

This model consists of a system of elliptic partial differential equations which can

be solved numerically.

Equation 23 can be reformulated to take advantage of more effiecient numerical

tecmhniuesq, Since:

v (c,.tS) = 0 (24)

and with the proper boundary conditions:

V (-C ,0,DO(Xs.i,. + Xq,) + Co,,V(XSi,H + XH2 )) = v (C,oV) (25)

It follows that the solution can be obtained in terms of one of the two concentrations

and the molar average velocity. The problem can thus be formulated as:

v (C,,V) = 0 (26)
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v (-CSoD'ýXS.i. + C~OVXS..) 0 (27)

From the assumptions found in Section 3.2 the equations ca.- be simplified to one-

dimensional form in the axial direction. Since, in the one-dimensional approxima-

tion, the gas flow is uniform acrose any radial area, Equations 27 and 26 can be

stated as:

- At.DC o,-- -+ A wCj° 'q' (R - F (z)) (28)
dz dz dz

and

d lIet" = (R + F(z)) (29)
TZ ( dz)

where Agw is the cross sectional flow area defined according to the position in the

tube and
d ,;P" = v (30)
"LZ

is a potential flow approximation of the molar average velocity used for numerical

efficiency.

The boundary conditions associated with Equation 29 can be stated as:

- A., I1-o Cto,(z = 0) (Q (31)

)=0 (32)

The first condition states that at the load zone the total gas velocity is determined

by the amount of silane irtroduced and the second condition sets the reference value

for the potential. The boundary conditions associated with Equation 28 are:

-- .,,.C,.,D- + A,, o, d Sip , - Q0 (33)
dz -no ,.4iH4

and (dXsmn. _ 0 (34)
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Which again state that the silane flow at the load zone is determined by the amount

of silane introduced through the load injector and that at the very end of the furnace

the silane concentration is constant. In these equations L is the length of the tube

and Qo is the quantity of Sill4 introduced at the front of the tube for each time

unit.

3.5 Numerical Technique

The discretization of the equations consisted of a center difference method over a

one dimensional grid which consisted of N+1 grid points having coordinates zj, i =

1, N+1. Equations 28 and 29 were decoupled and then linearized using the Newton-

Raphson method, Appendix A. The resulting discretized equations were arranged

as tri-diagnol matrices and solved using a standard solving package. Included in

Appendix B is the code of the polysilcon model. The model is written in C with

two Fortran subroutines.

3.6 Adjustable Parameters

There are four adjustable parameters in the model which wiil be fit to experimental

data collected from a designed experiment.

Three of the constants are in the reaction model depicted in Equation 5. They

are k,. K. , and KA. These parameters are physical constants which arise from the

chemical reaction for the deposition of polysilicon. The Arrhenius type dependency

of the reaction rate is found in ki, where k0 from Equation 6 is to be extracted

from experimental data. The effects of the silane and hydrogen adsorption and

desorption on the growth rate are quantified by K. and KA, respectively.

The fourth constant is i.. the empirical injector function for the spray length,

Equation 7.
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Experiment Pressure load center Xourcebe
Number (mtorr) (% of total) (% Of total) length from center)

1 200 20 26.7 9

2 200 30 36.7 12

3 200 40 46.7 15

4 250 20 36.7 15

5 250 30 46.7 9

6 250 40 26.7 12

7 350 20 46.7 1 12

8 350 30 26.7 15

9 350 40 36.7 9

Figure 4: Taguchi L9 array.

4 EXPERIMENTATION

4.1 Motivation

Careful consideration must be given to the design of a set of experiments. The pui-

pose of the experiments must be clearly defined so that useful results are obtained.

The experiments in this work were necessary to ce.librate and test the numerical

equipment model. Therefore, the design of the experiments had to investigate a
large operating space so that the model would be as accurate as possible. A second

consideration was the expense of each experiment. It was thus necessary to design a

set of experiments which would take into account both of the above considerations.

4.2 Experiment Design

A set of experiments was designed to calibrate and test the accuracy of the model.

The Taguchi Lo orthogonal array, developed by Genechi Taguchi :8], was chosen
for this experimental design, Figure 4. This design allowed the investigation of a
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large operating space, with four equipment parameters at three levels, in only nine

experiments. The limitations of this design were that the four parameters would

have to be independent of each other and that factor interactions could not be

studied from the results. These are not inhibiting limitations. Independent factors

can always be found or interacting factors can be combined into one independent

factor [12].

The choice of equipment parameters to be used as experiment factors was also

important. The model was developed to predict the axial deposition profile. To

verify the model, it was thus necessary to choose equipment parameters which had

a dominant effect on the axial deposition profile.

There are many equipment parameters which effect the axial growth profile.

These include:

1. pressure variations

2. flow rates from each of the three injectoris

3. temperature variations

4. off center of the cantilever or liner aliignent, which would create a static

pressure differential across the wafers promoting convective flow between the

wafers

5. amount of prior deposition in the furnace

6. prior condition of the wafers

7. wafer thickness variations, causing temperature non-uniformities within the

wafers

8. thermocouple aging

9. wafer spacing
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10. exterior conditions, including humidity and temperature

Before the equipment parameters to be used as experiment factors where chosen it

was necessary to determine the effect of equipment noises on the deposition profile.

A set of parameter settings was found which gave a relatively flat profile. These

settings were the base line equipment settings. The furnace was run with these

eettings for a number of runs which spanned approximately 100,000 A, of deposition

on the furnace walls. After a clean of the equipment, the base line was run again.

This set of experiments indicated that the repeatablity of the equipment was not

greatly effected by equipment noises. Figures of the measured data include error

bands for the experimental growth rates as determined from these experiments.

From these experiments, the four parameters considered to be the most domi-

nant as to affecting the axial growth rate and allowed ease of control by the operator

were: (1) pressure, (2) temperature, (3) gas flow rates from the three injectors, and

(4) positions of the two moveable injectors.

This gave seven parameters which could be varied. The Lg design only allowed

four. To quantify the the Arrhenius and equilibruim coefficients in the reaction

model, Equation 5, the pressure was a necesbary parameter. The second considera-

tion was that the parameters had to be independent of each other and the physical

limitations of the equipment had to be kept in trund. It was necessary to choose a

total flow rate which would allow the desired variation in the pressure. Based on

experience of the BTU Engineering staff, a flow rate of 150 sccm was chosen as the

total flow. This meant that the three injector flow rates would be coupled. The load

and center injector flow rates were chosen as parameters, therby fixing the source

injector flow rate. The fourth parameter chosen was the source injector position.

Since the position of this injector effects the axial profile uniformity more than the

center injector positiorn. The factors thus chomn were:

* pressure
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"* load injector flow rate (Q,.)

"* center injector flow rate (Qen.e,)

"* position of source injector (Xso,, 4 ,)

Factor levels for the experiment factors were chosen based on the base line

settings. The high and low values for the levels were determined, based on the

prior experience of the BTU Engineering staff, to give a large representation of the

operating space for the furnace.

An independent set of experiments was conducted using flow through the load

injector only. These experiments were conducted to investigate the parameter in

the reaction model with the maximum amount of concentration variation. These

experiments are discussed in Section 5.3.

4.3 Procedure

The experiments were conducted in a commercial BTU Engineering/Bruce Sys-

terms 7351C horizontal, hot-wall reactor with three zone temperature control. The

equipment consisted of a 230/240 mm x 88.5 inch quartz process tube fitted with a

214/220 mm x 79 inch quartz liner. The furnace had a three zone heater with a 32

inch flat zone. The total i- 4fer load consisted of 150, 6 inch wafers, in six, 6 inch,

50 wafer quartz boats with 3/32 inches center to center spacing. Only 25 wafers

were inserted per boat giving a wafer spacing of 3/16 inches center to center. The

first and last boats were dummy boats. The production load thus consisted of 100

wafers in the center four boats.

The recipe used to run the furnace was the recipe which BTU recommends

for furnace operation when running a flat polysilicon process. The experiments

were run by varying parameters in the recipe according to the L9 experiment design

structure. The deposition time in each experiment was 75 ram. Thirteen test waters
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were inserted at locations 20, 26, 35, 45, 55, 35, 75, 85, 95, 105, 115, 124, and 130

in the wafer load of 150 wafers (wafers 20 and 130 where in the dummy load).

These wafers were then measured with a nanospec and an ellipsometer. Mea-

surements were made at the top, bottom, center, left, and right of the wafers. The

average of these measurements was the growth attributed tc each of the wafers.

4.4 Experimental Process Optimiza.tion

The experiment factors from the Lg design were optimized according to Taguchi's

signal-to-noise ratio (SN) criteria for "nominal is best."

SN = 10 log (va nce) (35)

The SN is calculated by determining the mean of the axial deposition profile and

calculating the variance of the measured data from this mean. The "nominal is

best" SN is used because the optimum deposition profile would be fiat with the

least variance about the mean. This criteria for the SN gives a measure of the

relative flatness of the profile. The assumption is that the mean can be scaled to

the desired value. In this case, the mean can be scaled by time to obtain the desired

amount of total depostion.

Table 1 shows the calculated signal-to-noise ratios for the LO. Figure 5 and Fig-

ure 6 indicate the profile differences between the best factor level set (Experiment

2) and the worst factor level set (Experiment 9).

Choice of the optimum factor level settings was determined by averaging the SN

for the experiments in which the particular factor level was used. For example, the

SN for experiments 1, 2, and 3 were averaged to obtain the relative SN attributed to

factor 1 level 1. The optimum jettings were the factor levels with the largest SN's.

Table 2 gives the optimum parameter levels determined by the analysis and Figure 7

bhowb the corresponding deposition profile using these settings. This optimum

profile is more axially uniform than the previous Lq experimentb and the base line,
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Parameters
Runs 1 2 3 4 SIN

1 1 1 1 1 23.01
2 122 2 27.55
3 111313 3 18.61
4 2 112 3 21.91
5 2 213 1 20.89
6 21311 2 123.24
7 3 1 3 2 24.23
8 3 2 1 3 24.79
9 33 2 1 17.30

Table 1; Signal-to-noise ratio results for L4 design.
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Average Parameter S/N

Level (1) Pressure (2) Qi (3) Qc (4) Xs
1 23.05 23.05 23.68 20.40
2 22.02 24.41 22.25 25.01
3 22.11 19.72 21.24 21.77
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thus indicating that the equipment was optimized.
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5 CALIBRATION OF CONSTANTS

5.1 Parameter Fit to L9 Array

The kinetic constants in the reaction rate model, Equation 5, and the injector con-

stant, Equation 7, were fit using a design optimization package called OPTDES

developed at Brigham Young University [13]. TIhis package used a non-linear re-

duced gradient method to optimize a least square objective function. The objective

function included all nine experiments by summing the squared differences between

the 13 measured data values and the predicted values at the corresponding wafer

loactions for each individual experiment in the Lg and then summing the values for

all nine experiments.

The corstants obtained for the reaction model were:

k, = 1.202x101'exp (-18,500/T) mol/m 2/s/atm

K8 = 0.386xl0fatm-1

Kp, = 1.904x104atm-1/2

The kinetic constants found from this regression are substantially different from

those obtained by Roenigk and Jensen [6]:

k -= (1.6 ± 0.4)xl0 exp (-18,500/T)mol/m 2/s/atm

K =- (0.7 ± 0.1)xl05atm-'

Kh = (0.6 ± 0.3)xl0atm-I/2

Our kinetic constants indicate that hydrogen has a much greater effect in inhibiting

the reaction rate; Kh is three orders of a magnitude larger. The Arrhenius constant

in k, is larger by an order of magnitude due to the large increas of K),. We also

found that Ka has relatively little effect on the predicted profiles in the range of

0.01 x 10i atm- 1 to 1.0 x 105 atm-1 since the denominator is dominated by the

Z,,C, o,0 hyiuogen. The activation energy in kt, Equation 6, was not fit to the data,

but was determined by other investigators [14].
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The ramp injector gave slightly better maximization of the objective function

criteria. The injector fitting constant of Equation 7 was found to be 5.165. To give

an idea of what this means, for an injector flow rate of 60 std cm /mnin the modeled

injected gas length is approximatly 3cm.

5.2 Choice of Injector Model

The choice of the model to represent the gas spray dynamics from the two moveable

injectors was done based on two criteria: a qualitative analysis of the injection

dynamics; and maximization of the least square objective function.

After the the model parameters were fit to the L9 data it was found that the

injector constant for the flat injector function was approximatly twice that of the

ramp function: 9.626 (flat) v. 5.165 (ramp). This is consistant with the idea that

the flat model represented an average approximation of the ramp model. The ramp

function gave a slightly larger objective function result, indicating that the variance

from the measured data was less for this function.

Since qualitatively the ramp function is more representative of the expected gas

dynamics and the objective function criteria was maximized for the ramp function,

the ramp function was chosen as injector model.

5.3 Calibration Check

To check the use of the Lg experiment set for calibration of the kinetic paramters

a "mini-experiment" matrix was designed to capture the main effects of the kinetic

parameters in Equation 5. The design consisted of three experiments in which the

pressure and temperature were varied. In these experiments, the total flow was

introduced through the load injector only. This was done in order to maximize the

etfect of the ailane depletion and hydrogen generation on the deposition profile. The
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Figure 8: Second parameter fit of reaction model - Experiment 1.

constants found in the parameter fit to this data are:

k -= 1.412x101 ° exp (-18,500/T) mol/m2/s/atm

K, = 0.368x10Oatm-1

K1, =- 1.814xlO4atm-1 /2

These constants are very close to thotge obtained by the paramter fit to the L9 design.

The difference in the predicted profiles can be seen in Figures 8 - 10, where the

predicted profiles with the respective constant fits are plotted versus the measured

data for each of the experiments from three experiment design. This small variation

in the two predicted profiles indicates that the L, design was adequate to fit the

reaction kinetic parameters. From Figures 9 and 10, which were run at the same

pressure, but different temperatures, it can be seen that the activation energy used

is representative of the system.

* 35



U3 C

b1±o 0
-fcdfA.. *PO. lgis

II
0 10 20 30 40 2 so 70 oo ts o IG O 1 2010 130 160 ISO

Figure 9: Second parameter fit of reaction model - Experiment 2.

0011911oM UPOIET 3

PmI I - I I I I I "

-- Pwdacted Pt.Ie- L_9 Opt~Iruof
ll -- . ~~ t.Twp~S*2C

0-- MM O TOW~t mf NOOC

PnMoaw, a 3, I*"

Flow a 110 econ~40-I

I I i I I I I I I I I I, I I I
0 t3 a a so so s0 o go 10t0 110 to0 130 iO140 I

wo POSOMw

Figure 10: Second parameter fit of reaction model - Experiment 3.

36



UATWI" I
"p"*-A"iw ft"l moeand to ie "1 ' vi mi" msem i Dow

I *F***' T***..ipm u I II

nII

Pled Pmee Ptmusw a 200 IorMe- m$l"sN P" . DC4.vsan t ofC
noiw * ab20WGI 0~CM 1

I : I I I I I i I . I I _1I I

0 10 20 30 40 g0 d0 70 00 OS 100 110 12D 130 140 IN

Figure li: Experiment 1.

6 MODEL RESULTS

The predicted deposition profiles closely resemble the measured profiles. Figures 11

- 20 give the predicted deposition profiles for each of the L9 experiments and the

optimized parameter run according to the previous Taguchi analysis with the mea-

sured data. it is important to note that in each simulation, the model was

run with the same parameter settings as the equipment.

The primary purpose of our model is to predict the thickness variaton down

the length of the tube. Given a combination of process parameters (flow rates,

injector positions, pressure, temperature, etc.) a calibration experiment can be

run to determine the amount of time needed to determine a target thickness. The

predicted profiles are therefore normalized to the means of the respective runs.

Normalization was achieved by shifting the entire predicted curve by a multiplicative

constant equal to the ratio of the measured profile mean to the predicted profile
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mean for each profile. In the worst case, Experiment 1, the mean of the predicted

profile was 10% lower than the mean of the experimental data. The average error

in the prediction of the mean deposition rate was 5%. No systematic explanation

was found for the deviation in the mean growth rates.

The peaks in the predicted profiles are due to the approximation of the injector

gas spray. It should be noted that the predicted profiles give an accurate represen-

tation of the measured profiles except at positions localized above the injector exit

positions.

As a measure of the accuracy of the model to predict the variations in the

equipment parameters, the signal-to-noise ratios, according to Equation 35, of the

measured prcfiles were plotted against the SN of the predicted deposition profiles,

Figure 21. A perfect correspondence would have resulted in a line with a slope of

one and a y-intercept of zero. The results (elope = 1.05, y-*ntercept = -7.1) indi-

cate that Lhe inodel accurately predicts the effect of variations in the equipment
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parameters on the axial deposition profile. The slope shows that the mesured data

and predicted data correlate very well since they follow the same trend. The y-

intercept is a measure of a constant offset of the predicted data from the measured

data. Meaning, in this case, that the model predicts higher SN for each of the exper-

imernts than those found from the measured data. This plot shows that the optimum

operating point, if determined from the experimental data, would be Experiment 2,

but if it was to be determined from the model predictions, Experiment 8 would

be chosen. These values are very close, there io not much deviation from either of

these choices with respect to the profile flatness. The experiment optimized by the

Taguchi SN analysis is closest to Experiment 2.
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7 CONCLUSIONS

A model has been developed which predicts the wafer-to-wafer deposition rate of

polysilicon down the length of a horizontal tube furnace. Inputs to the model

include: silane flow rates from three injectors, two injector locations, locations of

and temperatures at three thermocouples, operating pressure, the number of wafers,

wafer diameter, the location of the wafer load, and other physical dimensions of the

furnace such as tube length and liner diameter. The model construction consists

of a one dimensional finite difference numerical representation of the convective

and diffusive fluxes of silane and hydrogen. Silane is injected and hydrogen is

generated by -eaction at the wafers and tube wall. The silane injection and mixing

was modeled with a ramp function which is an approximate model incorporating a

qualitative underr.anding of the injection phenomena.

Parameters in the reaction kinetics model and injector function were fit to a set

of nine statistically designed experiments which varied four parameters, two injector

flow rates, one injector position, and pressure, over three levels. These parameters

were fit to all nine experiments in the design to give the best possible fit to all

the data. The reaction kinetic parameters were independently fit to a second set

of three experiments in which flow was admitted through only the load injector.

The experiments were designed to explore a different region of operation, spanning

a wide range of silane and hydrogen concentrations. The close correspondence

between the reaction parameters fit to each set of experiments demonstrated that

the model extrapolates well to regions beyond the scope of the initial experimental

space.

An extension of the model, which included equipment disturbances or noises,

was used to optimize the process by finding the settings at which the process was
moAt robi-st. that is the slettilnga which gave the flate•t -p-•,.. +1,^ t AM f .... or

the noises. The settings predicted by the model correspond very closely to an ex-

perimentally determined robust operating point as determined by a Taguchi signal-
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to-noise ratio analysis of the statistically designed experimental space.

For the process engineer, the model is well suited for process optimization.

Equipment and process disturbances can also be included to determine the most

robust operating point, as has been demonstrated. Furthermore, the model can be

extended for use in on-line quality control. Having optimized the operating point

by process optimization, the operator can use the model to correct the equipment

settings, based on product measurements, to maintain the required deposition spec-

ifications.

The equipment designer will find the model useful for testing new ideas in equip-

ment design. Minor extensions can be made to the model, such as adding injectors,

to determine the benefits of these changes without the cost of materials and exper-

imentation.
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*A APPENDIX A - Numerical Technique
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In this Appendix, the numerical techniques for the solution of Equations 29 and

28 are presented and discussed. It i3 assumed that the equations are discretized

over a one-dimensional grid, which consists of N + 1 grid points having coodinates

zj,i = 1,N + 1. The intervals defined by two grid nodes i and i + 1 are referred to

by using the standard notation.

A.1 The total velocity equation

Equation 29 is a non-linear Poisson's equation which can be solved using first-order

finite-difference techniques. In order to explicit the non-linearity of this equation

we can reformulate Equation 28 and 29 as follows:

* as a first step it is possible to observe that if NsIH, <' CjtoD , , CjtXs

then we have that XSoj, c- exp (W)

"* Generalizing the previous observation, in general we can change the variable

Xsj, into a new variable 0 defined as:

4 + D log XsjR, (36)

which gives

X = ezF (37)

"• Using this formulation, the recombinatioin term can be expressed as a function

of the potential 0 and the non-linear problem solved by using the Newton-

Raphson method.

To do this we have to compute the derivative of the recombination term with

respect to the potential 0:

d -Z (1 c 5 1otX,,, (k2 - k5 (Cto,(1 - XsiH,,))_ _ /2)d•= -- 5 1- -l='=~=s. • (-X,. (38)

dtk 1 + k2 CtotXSifH6 + k3 C,0."(i - Xs, 0.))

The Newton-Raphson method can be expressed as a succession of linear prob-

lems. Assuming that 0 = 0' + Atp we get:
d( dAJ '"dR "•d 4!'"---]

(AtwCot A~O = (AtwC o, + (R Io +F (z)) (39)
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* The discretization of the previous equation gives for i 2, N - 1:,~ .. ) +,C,+, 2 ÷:._) -•- "

(t) o jk = -Ao, (.+._) (,.,,') + (40)

.lC (+ A (+-) + +F)

* The boundary conditions can be taken into account as:

- Boundary condition at the load zone for i 1:

-A1 +,C,4+ (;,_-),( -:._) - (,)jo • ,+ 10 i(41)
2 i1Z + (R, I,- +F) + Qo(2-) 4)

- Boundary condition at the end of the tube. The determination of the

potential at node i = N has to be done using the following equation:

(0) l,.0 = -AC, ( __ -AA_•) + (42)
0 AW �~~+, ( (-..o) + (R l.o +F)

A.2 The convection-diffusion equation

The discretization of the total velocity equation can be derived in two different ways:

either by assuming that the potential is linear over each element or assuming that

the velocity is constant over each element. While the two approaches are equivalent

in the total velocity equation, the discretization of the convection-diffusion equation

is different in these two cases. More technically, the assumption about the field car.

be stated in a framework related to the mixed finite-element techniques. This

approach is more useful for the convection-diffusion equation since it allows the

imposition of the conservation of the masses in a very straightforward way.

Assuming that Ngix'. is constant over each element; we have:

Cto, D dX -iH" + CotXSH.fz = N (43)
dz IIdz



Multiplying each side of Q.. previous equation by exp(,P/D) we obtain:

~tt dz +H d (Xsj.H4 Ct)Ne t~D+ txsf',)CoD (44)
dzsH= dCe* +C s"z dz

Integrating both sides of the previous equation and taking into account that 0 is

linear over each interval, we have:

N fZ+l ei (,'+ ( )dz (45)

f•'CtoD dz

Evaluating the previous integrals, we have:

ND A+1 - z' e& I":+= CoD (46)

Rewriting the previous expression and using for clarity X for Xsig, we have that

the flux over each element can be expressed as:
N- (Cog X41 -,O+, 1  Xi Oi+, - Oi (47)

A+ XI+1±A Oi4+

Defining

- 'j - (48)

we obtain that the flux going from node i + 1 to node i can be expressed as:

N = o, (B,,j+1X,+j - B,+,.,X,) (49)Zi+, - z

The determination of the concentration C, can be obtained by imposing that the flux

entering into the "cell" surrounding node i is equal to the recombination-generation

term. In this way we have:

_ [ ( _ ; C , . ..- X , (B.jC , ) B't I.. , i ,-i, . , _ - s
-(R. - F (xi))

Since the previous equation is non-linear we can solve it iteratively by using a the
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Newton method. Defining X = X0 + AX, we have.

+ ~ -xi l B,. iX+1  -Si (Si1-i I)~L B,~, x i-B,.iX

The boundary ccndition can b-- taken irtt3 account as follows:

"* at the load zone for i = 1:
(2Aj:iCj+i) B;,j+jAi4X+iB.+j,.4X. + d IXoI &iX,=(2

Bj+X B- -XO"

"* at end of the tube for i N we have that the transport is due to convective

effects only. T his implies that the concentration at nodes N and N + 1 is the

same and more precisely that the equation whichi determines the concentration

at no~Ie N is:

If--t (XAL51) 2A Bi- .. i.Axi Bi.i.IzAx..i] I

r( 2Ai~I~+Ic;+ XOiL (2.4LCa )B-.X-B~-O I (R, - F (zi))
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In this Appendix the code for the polysilicon model is presented. The structure

of the code is depicted in Figure B.1. The main part of the code, including the

input routines, initial guess, empirical setup of the Injectors, and the aetup of the

tri-diagnol matrix is written in C. Two subroutines used to solve a parameter in

the convection-diffusion equations, bernoulli.f - written by Roberto Guerrieri, and a

tri-diagnol matrix solver, dgtls.f - obtained from LINPACK, are written in Fortran.

The code presented also has a Lg inner array adapted to the main code. This

allowed for the optimization of the model parameters to ol nine of the experiment

runs.

B.1 Main Code Model Structure

ial Growth RatesE at ea~ch wafer

Calculate F(z)

0Injection Function Determine Total Velocity
Coefficient MatrixEn

Call Solver GS

' 1nw 'Pold + I

Determine Convectlon-Diffusiofl
Coefficient Matrix

Call Solver D=GTSL

Figure B.1: Code Structure
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/* ,iubroutine for OPTDES Q/

#include <stdio I>
*ineludo <matU~,>

/* define the global constants

*dafine PI 4*atan(1.0)
#define sq(x) x~x
#define cu(x) x~x*x
#define trac(x) x - floor(x)
*define GC S.2Oie.-S I' atm~m3/gm~ mole*K

I* This program is the core of as simulator for the depostion of *
1* polysilicon ini an annular diffusion 'urnac. e

maifl(axqc, arqv)
int axgc;
char *arqvi];

/* def ine variables to be used '

FILE 8sp, lfclose();
double ro(301], qi, qc, qs, t(3011, p, pci, psi, pfirstw, 11, lid;
double fl, wdia, idia, D(301), kl(301], Ks[3011, Xb[301], C tot 1301];
double F(MC1, delw, delz, waferp, aw, a), cat, eat, Lr[301T, Atw(301];
double X[301), mi(30l], del-sir3Oll, del X1301), max-del-si, max-delX;
doL')-le lpt, tl, opt, tc, apt, te;
doucle ).±'etica (), injectionV () ,I itg,.uessO velocityO conv-dif fO
double file auto, dqtsl ), dberl_(;
double kk0, km0, khO, Ea, e~on;
double tp(4], tql(4), tqc[41, tpsi[41, ancount:
char inputtiQO];
int N, nw, n, wafer[150], Center ilj~ect-Glma~uczue~m, i, outer;
int count, 11.9:
static mnt 19(101 (5)

(0 ,0, 0, 0, 0!,
(0, 1, 2, 2, 2),
(0, 1, 3, 3, 3),
(0, 2, 1, 2, 3),
(0, 2, 2, 3, 1),
(0, 2, 3, 1, 2),
J0, 3, 1, 3, 2),
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(0, 3, 2, 1, 3),
(0, 3, 3, 2, 1),

sp - fopen("sn-out.dat", Owl);

fcloso(sp):

/I number of elements in tube N '/

N - 299:

/* input the necessary parameters */

printf(-Input the wafer diameter (mn): )); /
gets(input);
wdia - atof (input) / 1000.0: /* motes /

/* printf(-Input the liner inner diameter (mm): U); /

gets(input);
lid - 3tof(input) / 1000.0; /* moters /

/* printf("inpuc the total length of the furnace (cm): 0); ./
gets(input);
fl - atof(input) / 100.0, /* meters ./

delz - fl / (N + 1); /* distance between nodes 4/

I* printf(-Input the postition of the load thermocouple from the load end (cm): ")
gets(input);
ipt - atof(input) / 100.0: /I meters /

/* printf("Input the load control temperature (C): ); '1
qets(input);
tl - atof(input) + 273.15; /* degrees Kelvin 4/

/* printf("Input the position of the Center thermocouple from the load end (c):
gets(input);
opt - atof(input) / 100.0; /* meters *I

/* printf("Znput the center control temperature (C): ): /
gets(input);
tc - atof (input) + 273.15; /* degrees Kelvin 4/

/* printf("Input the position of the source thermocouple from the load end (cm):
gets(input):
opt - atof(input) / 100.0; /* meters 4/

/* printf("Inprt the source control temperature (C): ); /
gets(input);
ts - atof (input) + 273.15; /* dgrees Kelvin 4/

/* determine the till from a -300 C/m tinperature loss slope */

if (rint(lpt/delz) - 0) (
ipt l lpt + delz:

I
for (i 1; i<-rint(lpt/delz); i++)

if (4 int(lpt/delz) - 1) 1
t~iJ - tl:

)
else I

t~il tl + ((-300.*lpt)/(rint(lpt/delz) - l))*(rint(lpt/delz) -);
I
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for (i-rint(lpt/dal:): i-c-rint(cpt/delz):144)4

t~i] - tl + ((tc-tl)/(rint(cpt/delz)-rint(lpt/delZ)))*(i - rint(lpt/delz)':

I' temperature between to end ta *

for (i-:int(cpt/delz) ;i<-rint (apt/del:):i4-e)

t~i) - tc + ((ts-tc)/(rint(spt/dels)-rint(cpt/delz)))*(i - rint(ept/delz)):

I' temperature between ts and the source end at -80 C/rn

for (i-rint(spt/delz); i<-(N+l): i++)
it ( rint(aptldelz) -~ (N~l)

ti)i - ts;

else
t~i] - ts + (-80*(fl-spt)/((?4+1)-rint(spt/de1:)))*(i - rint(spt./dtlz));

e* nd temperature profiling *

/* printf("Input, the total process pressure (torr): 0);
gets (input);
p - etof(input)/760.O; /* atm *

I' calculate the silan. density at pressure and temperature *

for (±(i(~)i-~
rofih - p / (GC * t~il); 1* gmn mole / m'^3 0/

I' printf(*lnput the inner diameter of th~e injector (onn): 0); '
gets (input);
idia - aiof(input) / 1000.0: /* sisters&

I' printf(Ilnput the cen..r injector position from load and (cm): 0);
gets (input);
pci - atof(input) / 100.0: I' mtors1

/* printf(IInput the source injector position from load end (cm): 0);1
gets (input);
psi - atof (input) / 100.0; 1' Meters '

/2 ptintf(linput the number of wafers in the load:);I
gets (input);
nw - atoi(input); 1* no units '

I' printf(ftnput the position of the first wafer from the load end (cm): 0); *
gets(input);
pfirstw - atof(input) / 100.0; I' maters *

/* printf("Xnput the leng-th of the wafer load including boats (cm): 0); '
gets (input);
11 - atof(input) / 100.0; /0 meters '

/* printf(O!nput the load injector flow rate (sccm): U;t

goes(input);
ql - atof(input)*(1.0/p)*(t(l]/(25+273.15))*(1.0/(cu(lCO.0)))

*(1.0/60.0) ro(l]:
1' qn mole /sec *

i* printr(lflput the center injector flow rate (sccm): 1); *
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gets(input);
i -rint(pci/delt):

qc -atof (input)' (1.0/p)0(t(i)/(254+273.15) )0(1.0/(cu(100.0)))
0 (1.0/60 .0)*:o Ci]

/* gm mola / sec *

/* printf(""nput the source injector flov rate (sccm): fl);

gets (input);
. - intpsi/delz);
qs atof(input)0(1.0/p)*(t(i]/(25+273.15) )'(1.0/ (u(100.0)))

* (1.0/60.0% ro~i];
/0 gm mole /sec '

/* printf(Hinput kO: a)I 0

gets (input);
kk0 - atof (input) * 1.9;

/* printf(Oinput ks: 0;0

get3(inpUt);
ks0 - atof (input) 1 le5;

/0 prir.tf ("input kh: 0n)) 1/

gets 9 l;,-
khO - atof (input) * 1*2;

I' printfi~input Ea: 0); 0

gets (input);
Ea - atot (input);

/0printf(-input data file Dlag: 1);

getsu(nput):
outer - atoi(input);

/* printf(Oinput con: *);/
gets (input);
con - tatof(inpuit);

/* that is the end of the Input 0

1' set taquchi parameters 0

tp~l) - .200;
tpC2] - .25b;
tp[3] - .350;

tql(l] - 30.0;
tql(21 - 45.0;
tql[3) - 60.0;

tqc Cl] - 40.0;
tqc[2) - 55.0;
tqc[3) - 70.0;

tpui~l) - 113.3475;
tpsi(21 - 118.4275;
tpsi[3] - 123.5075;

/0 begin taguchi 19 array 0

for (119 - 1; 119 <- 9; 119.-.)

/* set the correct run~ parameters *

outer - 119:
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for (i-l:±<-(4+1):i4-.)
ro~i) - p / (GC *t~il); I. gmn mole / m^3

q1 tql(l9U.19J (2]]9(1.0/p)O(t(l]/(2S4.273.15))a(1.0/(cu(l00.0)))

I' 9M mole i sac '

J - int(pci/delz);
qc -tqc(19C119] (3]]a(1.0/p)a(tti)/(25+2'73.15))*(1.0/(cu(100.0)))

7Mgi mole / sac

psi -tpsi(19Cll91(4]3/100.0;
± f int(psi/dals):
c~s -(150.0-tql (19[1l9) 2) )ýLqc (191119) 3]) (1.0/p)~

a (1.0/60.0) 'ro~i]:
J* gin mole / see *

/* calculate necessary areas and reaction length, all units in meters

deiw - 11/ nw; /* artificial wafer spacinS

aw - PT* sq(wdia /2.0): /* wafer area *
si - PI * sq(idia /2.0): /* inject area/
cat - ?I * sq(lid I2.0): /* crosz area of tube '
sat - ?I * (lid ) fl £1: surface area of tube a

if ( i < floor(pfirstw/delz) 11 L > flooz((pfirstw~ll)/delt)
Lx~i] - (2.0*2Z/delw)*((lid/2.0)*delw); /* reaction length outside

wafer region '

else
Lxti] - (2.0aPI/delwa*(sq(wd~ia/2.0).(lid/2.0)adelw,, /* reaction length

in wafer reglon a

P~ calculate the Atw for each annula~r area '

for (i1l;i<-(N+1);i+-') !.
if ( ± < floor(pfirstw/delz) 11 1, > floor((pfirstw4'1l)/dslz)

Atw[i) - cat: I' out of waffer region a

alse
Atw[iJ - cat - aw; /* in wafer region a

/* end of arQa and reaction len~gth calculations '

/* calculate the poo-itions, froms the load end, injectors a

/* injector positions by *lament a

center inject elein - rint( pci / delz)i

source-injecteolem -riflt( psi / del:):

/* end of positionint. 9

/* Calculate the constants for the runs a

kinst'cs(N, p, t, D, ki, Ks, IUh, C tot, kkO, ks0, kh0, La);
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I'Call function for the awiperical injection FWz

injection(F, aii dclw, qc, qs, center inject_01cem, source~inject_.1cm,
N. delz. Atw, P, t, con);

I' Call function for the initial qUe03303

initgquces(ql, qc, qa, Lr, 11, 0, si, X, F, delz, At'., C-tot,

/* Main body of proqram including the loop for the determination of the
values X and si '

max-del X -200.;
max delisi -200.:

w.hile (max-delei > 0.0001lsi(N) 11 max dcl-X > 0.0001*C-totll])I

valocity(N, ci, ql, At'., X, F, dclz, Lr, del ci, kl, Ks, Ah,
D, C tot);

cony diff (N, si, ql, At'., X, F, delz, Lz, dcl-X, kl, Ks, Kh,
D, C tot);

max dcl X - tbs(del X111):
max-dcl ci -fa~bs(del si~ll])

for Ui-2; i<-(N+1); i+)
if (fabs(del-s.ili]) > max del ci)4

max dclaii-fbcelii)

if (fabs(del-Xtl) >. max del-X)
rmax del-X - f abs (delX~l i])I

file out(N, C tot, X, k1, Ks, Kh, dclz, delw, pfirmtw, nw, outer);

I' printf(O ?RA.TS ALL FOLKS \n\n*):

I' exit(2); *1

/*19 loop

sp - fopen("sn-out.dat", I')~;

2 ncount -0.0;
for (119 -1; 119<-9; 119++)

fscanf(sp,*%10s", input);
ancount - ncount + atof (input):

printf(Oan -%f\n', oncount);

/* end bracket 'I

/* in this subroutine the values for the rcaction equation and
diffusion constant */

double kinetics(n, p, t, D, kl, Ks, Kb, C-tot, kkO, licO, kh0, Ea)
mnt n:
double p, t(301), D(301], kll30l], Ks1301], n [301;, C-tot[30l];
double kk0, ks0, kh0, Es;

/* p :total system pressure.1



I/ t : system temperature. "

double tR, kO, Va, Vb, Ma, Mb, V# N, con# conl;
1.,t A;

I' Calculate the total concentration '

/* From Jensen's paper: Kh - (0.6 +/- 0.3) x 10^2 atimn-1/2 and
Ks - (0.7 +/- 0.1) x 10^5 atm^-1. The constant of the Axenhious
reaction equation is (0..6 +/- 0.4) x 10^9 mol/m'2/s/atm. "/

/* Also place the terms in correct units with concentrations /i

for (i-l;i<-(n+l);'4-)

con - GC * t[ij;

kO kk0"con: /* units molem./g soletsec 9/

kl[£] - kO' *xp((-Ca)/((1.98'e-3)t[A]));

Ks(±] - ks0'con: /* units m^3/q mole 'I

Kh[i] - kh0s*qrt(con); /* units mn3/gm mole '/

/* theme aze the value. and calculation for the diffusion equation '/

Va - 14.3; /1 Atomic volume hydrogen '/
Vb - 46.8: !* Atomic Volume siline */
Ma - 2.016; P' Molecular weight of hydrogen '1
Mb - 32.1175; /P Molecular weight of silare n I

V - sq((pov(Va, (double) (1./3.)) + pow(Vb, (double) (1./3.))));
M - sqrt( (1.0 / ha) + (1.0 / Mb) );

for (i-1;i-(n.1);i4-+) (
tR (((t[i]-273.I5)'9.0/S.0)+32) + 460.0:
D(i] - .0069 * (pow(tR, (double) (3./2.)) / p) M ( K / V ):

/* Convert D (ft'2/ hz] to (m'2/sec) /

conl - (1.0/3600.0) * (0.0929);

D[l] - D(]i * conl:

/I initialize the Ctot array '/

for (i-1:ic-(n1) :i+-)(
Ctotlil - p / (GC * t[Ai);

/* end of routine */

double injection(fl, ail, delwl, qcl. qsl, centeol, sourcel,
n, delz, Atw, p ,t, con)

int n, centeri, sourcel;
double fl[3011, ai, deiw, qcl, qxl, delz;
double Atw[301], p, t(301), con;

1* Define local variables */

62



double lic, 112, coni, fm(301), fc(301]:
in.t bnc, bna, errosc, erxors, il, L2, £3;

/* constant function spread over distance of spray */

/* estimate injection length based on 60 sccm covers 20 wafers V/

/* at 625 C and .250 torr */

conI- (con * dslvl) / (60.0"(760.0/.250)*((625+273.15)/(25÷273.15))o
(l.0/(cu(l00.0))* (1.0/60.0)*
((.250/760)/(GC*(625÷273.15))) / ail):

lic - conl * (qcl / ail);
lis - conl t (qsl / ail);

/* spread injection over injection length (lic and 1is) '1

bnc - centeri - floor(lic / delz):
bnas - sourcel - floor(lis / delz);

if ( bnc < 1 )
errorc - (1 - bnc) + 1;
bnc - 1;

else
errorc - 1;

if ( bns ' 1 ) I
errors - Il - bns) + 1;
bna - 1:

else
errors - 1:

/* find injection for center injector */

"for (i1 - 1" £l<-(n+l); i1+)
fc[il] - 0.0;
fWll] - 0.0;

£2 - 1;
for (i1-1 bnc: il<-centerl; £1++)

fc(il] - (((2./(centerl-bnc+l))*qcl)/(centerl -bnc + 2))* £2;
12 - .. 2 ÷ 1;

I

/* find injection for source injector

i£ - 1:
for (£2- bns: i2<-sourcel; i2i-)

fs[i2] (((2./(sourcel-bnsel))*qal)/'sourcel - bnas + 2)) * £i:
ili X + 1;

)

/I find injector amounts for all positions of the furnace /

for (3 -1 ; i3<-(n+l); i3++)
fl[133 - fc1i3] + fs[13);

I))
/* relocate the injection sites from elements to nodes '/

for (U3- 1: i3<-(n.l); L3*+) {
fl[i3] - ZX(i3] / del::
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1' This function defines the initial guess for the N3ewton-Raphson
solution of the model V/

double init~quesa(ql, qc, qs, Lr, 11, fk, si. X, F, delz, Atw, C tot,
kl, Ks, Kb, D)

int n'
double ql, qc, qs, Lr[3011, 11, si[301], Xj3011, r(3011, delz, Atw430!.]:
double CtotC30l], kl(3011, Kas(3011, 01(3011, 0(3011:

/* local variables '
int i;
double )Xqguass, V13011, react-rate, I14301], 013013;

I' Frs~t calculate the constant X-sila.,e *

1' fix XC] *I

for (i-1; i.<-(n~l); iL+)

*_quess -(1./2.);

1* calculate the velocity '

1' The constant. reaction rate

for Iili-n~)i4
react-rate - (kl[i]'X-quess*C-totli))/(14Ks(i]*)XgueeC tott1]

+%h ]'qt(ttlpl ý- guess)));
Rh]) - Lr(iIlrsact rate:

1* based on conservation of flow since the density is constant

ow1 - ql + Fili~dalz;
VEII - 0(11 / (Atw(1*C-tot(l]);

for Ui-2; i<-n; i'+){
Qji) - Qti-l] (Rdi] + Flil)0 delz;
V~i] - Oti] / (AtW(i]'C-totji]);

/* calculate si~j ~

sitn'l] - 0.0;
for (i-n; i>-l; i--)

ai~i] - sili+1J + Vti]'delzz

1' This program evaluates the Velocity equation for
the deposition of polysilicon in an annular diffusion furnace*/

/tccccccecccccceccccccccceccccecccccccccceccecccceccccccccc' /

I" Starting the function velocity() *1

doub le velocity In, si, ql, Atw, X, r, doix, ir, dslisi, kl, Xs, Xh,
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V, C tot)
int n;
double delz, si[3011, qi, Atw[3C11, X(3011, F(301), L~r(3011;
double dal-si[3011, kl(3011. Ks(3011, Xh[3011, D(301), Ct*3t(30l1;

/* n: #of nodes;
sill: 'old' value of the potential, which is actually the

'guessed' si[l for the first Iteration. On returzn of
'valocityfl' sill carries the now values of potential.

Xl]: is the previously established concentration profile,
in the first iteration it will Le the initial guess
values.

Ft'): Injection array where Flul is the injected flow
into the ith elemient. Note ith element is between
nodes £ and (1+1). '

/* Declazstion of the local variables *
double ai olcd(3011. ainew[301), Xýold(301];
double R ['5011 , di byd dsi301] .react rate, force 13011, conl,con2,con3,con4;
double lower(301T, uppet[301], d~iag(301];
douible dgtslO(;
int i, info, npl:

/*CcccccccccccccccccccVCCCCCCCCCCCCCCCCeCCCCcccccccc*/

I' Assign sill to si-oldil for later use/

for(i-l~i'-(n+l);i++){
si old(i] sijil:
Xol1d(i] -~)

/ *c':ccccxccccccccccccccco-cccccccccccccccccccccccceccc'/
/w dR~bydAsi - diR/dai at *i old *1
/w react-rate is the reaction rate '

roact rate - (kl~iI'C~totlVý_oldJi])/Cl. + Kza[i*C~tot[il*old(l)

R(i] - Lr(tlrsact rate;

coni - (C~tot (i] *'oldli3)*(Ka (i)-C(Ith I)*pow (C~tot (I) (.-X-old(i])
(double) -0.5))/2.);

con2 - (1.0 Kalil C~totfi)*Xli]+Kh[il*sqrt (C-totlil (1. - X-..olc1[i])));

d.t-by-dmiti] -l.'Lr(i)* (react rate / 0[il)*(1.0 - coni/con2~:

I ccccccccccczcccccccc-ccccccccccccccccecccccccccccccccc/
/* now let's solve the potential equation I/
,'* Defining the coefficient uatrlx 0/

I' for I - 1 */

lowerll] - 0.0;
upper~l] - -1.0*i2.0*Atw[2) *C totl2]/delz)*(1.0/delz):
diaq[lJ - ((2.0OAtw(2ZpC;totT2]/del:)*(1.0/delz) -(dA by d~si~l]));

/6 for I - 2 to n-l *

foret±]-2;i-1.(Atw;++(itoi]d.z'1/el

65



upper ii] - -1.0*(Atw(ia1]*C tot~i.1]/deiz)*(1.0/delS);
diagti] ((Atw(i]-c tot~ii 7 (sq(del~lz) 4(t))J~o~.](s~e:)

dlýby-dsTi]):

/* for i - n 9/

lower(nl - 1.0*(Atwln]*C~tottnh/dels)*(1.0/delz);
iapper[n] - 0.0;
diag~n] - ((Atwtn]'C totln]/(Iq(deklx)fl + (Atte~n+l]'Cýtotln+1)/(sq(deizf))

djýby-dsiTn));

1' Defining the forcing function vec~tor1

1* tor i - I */

conl - 2.0'Atw(2J'C~tot(2]/dols;
con2 - 0.0;
con3 - R[111 + *
con4 - 1.0 / dolt;
force (1]- conl'con4*(si-old [2] - si..old[lJ) + con3 + 2*con4*ql;

/* for t. - 2 to n-1 */

for~i-2;i-c-(n-1);i++)
conl - 1.0 / dolt;
con2 - (Atw~i*C~tot(i]/del:):
con3 - R~i] + * )
con4 - (Atw(i+!)*C~tot~i.1]/delz);
force [i] - -1.0*con2*conl*(T!iold(i] - ai-old~t-l]) +.

t1.0*conl'con4 (siocld[i+l] - si old(i)D. con3;

/* for i - n/

cont (1.0/delzi)
con2 - (Atv~nj*Ctotjnj/delzU:
con3 - Rfn] + FP~n):
con4 - (Atwtn~l]0C tot~n+11/delt):
forcoln] - -l.*conf~conl*(si-old~nJ - ui-old(n-13)- con4*conl*(si-old(n])

+. con3:

/' Now the LINPACK Subroutine is called '

for (i1l;i<-n:14-4)
lower(i-l] - lowerli);
diaq(i-l] - diag~i);
upper~i-11 - upper~i];
forceii-11 - force~i];

lower~n] - 0.0:
d.±aginj - 0.0;
upperin) - 0.0;
force~n] - 0.0;

npl - n

dgtsl_'Gnpl, lower, diag, upper, force, 6info);

I' chock if solution found

if ( info I- G )I
printf(*\n M~atrix is uingular, in~fo - Od\n",info):
exit (3);
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It Assign the returned values of DGTSL to del-si
and find si(i) 4t th4 new time step

del -si~i] - forc*[i-1];
ui-new(i] - si-old~i] del~si~i);
si(i] - gi-newli];
It printf~fsi,'d] %e XC%d] enJ ~ ii,,~];'

siln+I] - 0.0;

/ cccceccecccccceccccccccc~cccccc(.ccccccccccccccccecccc*/

/* This program *'Jaluatei the Convcction-Diffusion equati',n for
the depc.jition oZl polysilicon in an annular diffusion furnace*/

/'ccccccccccccccccccc~ccccCccccc~ccc~ccccccc~cccccc~cccccc*/
I' Latest version as of DEC.l7th 1987. ~

1' Starting the function conv diff') 'I
/* we need to specify the values 'si' for this function *

double conv-diff(n, si, ql, Atw, X, F, delz, Lr, del-X, ki, Ks,
Kh, D, C-tot)

int n:
do-tble -a.lz, s-411301], q2., At~.] X1.3013, r'L3^ J, Lr[311
double del -X(301], klf(301), Ks[301], Kh(301], D13011, Ctot'.30!1;

/I ft: #of Ole -ats; * of nodes is (n+5) going from 0 to n:
siC]: potential calculated in the function 'velocity'f or

the current tiMe step;
X(]: 'old' concentration of Silane, which is actually the

'guessed' X() for the first iteration. On return of
'cony diffo', X(I carries the 'new' values of Silane
concenitration.

Fl]: Inje'7ticn array where Flu] is the injected flow
into the ith element. V~ote ith element is between
nodes £ and (i+l) .

1' Declaration of the local variables *
double X old(3OlJ X-newi3Cl], Xý_tot(3Ol], si-oldl3Ol];
double BT ipll30i:, Bipli[u301], Bi_iml[301], Siml~il3Ol];
double RC501) ],dbyU001l],react -rate, forcei30J;;
double con. coni, con2, con3, con4;
double lower[30l], upper[3Ol], diagi301];
double dqtsl_(), d)*rl_(), bp, bn;
int i, info;

/ *cccccccct'ccccccccccccccccccccccccccccccccccccccccc* /
I* Assign X(I to X-old(I for later use ~

for (i-l:i<-(n+l);+)
X-old(J] -Xli);

si-old(J] - ilim;
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/- d~tby...dX - dR/dX
/* react rate is the :e;-ction rate*

R~l- Lr(1]'react rate;

conI - (KsliP*C-totti])-(1hEi10O.5*pow(C tottilw(l.-X-old~i]), (double) -0.5)):

con2 - 1. + Ks~i]OC-tot~il*X-oldtil + Kh~iisqrt(C:ýtotii1*(l.-Xold~i]));

dR-bydXti] - Lr(iI*react-ra..e*((l./X-oldti]) - (conl/eon2M)

I *ccccccccccccccccccccccccccccccccccccceccccccccccccccco /
1' Let us evaluate the vectors B(I where

I* 0 no"~ 1 1, 00 is introduced/

can - (si~i) - i(21D/ Dill;
dberl_(&con, &bp, &bn);
Bi iplili] bp *D1:
Ri-pl~i~l] bn *Dl;

I' 0 node i n*1, sitn+11 - 0.0 '

con - (si~n] si~n-l])/ bin);
dberl_(&con, &bp, fibr);
Bi izUin) - bp *Di)
HGimi~n) - bn -* j

1' For i - 2, (n-1), the bCils axe*/

for(i-2; i-(ra-l); i++)(

con - (s±iJi - sili+l])/ Dii];
dberl_(&con, &bp, &bn);
Bi iplji] - bp * Dli];
Bil~ipili - bn * Dtl;

con - (sili) - siji-l])/ Diij;
dberl_(&con, &bp, &ibn):
Uu imlil] bp * il
Bi~mlitiii bn *DNil;

/*ccccccccccccccccccccccceccccccccccccccccccnccccr~cc(ccc*/
1* now let's solve the rurvection-diffuuion equation1
/* Defining the coeffici .,- matrix *

lowerl] - 0.0:
upper~l] - -(2.*Atwi2]'C;totl2I/delz)*((Biuipl(l])/delz);
diag~l] - (2.*Atw1k3*C totI2]/dei7)'((Bipl ill])/del:)+dR-bydXll);

for(i-2;i<-(n-1) ;i-+)(
].owertil - -(Atwli]*C-totli]/delz)'(Di imllil)/delz;
upperli] - -(Atwii+l]*C t',tli+l]/delz)*(Bi ipl(il)/delz;
diagli] - ((Atwli.1]'C_totli.1]/delz)*(filpi(i]/delz)+(Atwl±]*ctotci)/delz)*

(Bi-ml-i~i]/delz) +4 dR-by_dLXli]);

68



lowerin) - -(Atwdn]'Ctottn]/delz)'(B11.altn])/delz;
upper(n] - 0.0;
diag~n] - ((Atw(n-0l]*C tot~r1.ell/delz)*(ai old[n)/delm) +

(Atwfn]*Ctotfnh/delz)*(3izil~i(nh/delz) + d-bydAX(nl);

I' Dbfining the forcing function vector 'I

force~l] - (2.*Atw[2]*Ctot(2)/:Ielz)*((Bi Iipl[l]*X old[21-Bipl-_i(l]*X old(l])/
delil - (RjlT - Fill) +. (2.*ql/delz);

for(i-2;i<-(n-l) ;i++)(

force~i] - (CAtw(i+l]'C-totti~l]/del:)

-(Atw(il*C tot (i]/dslz)

force~n] - -(Atw~n+l]*C-t~ot~n~ll/delz)*(X oldfnlosi~oldfrt]/dtlz)
(Atw~n]'C_totrnh/del.)-((Biml-irn]*-old(n].~i~imliJn].x;old~n-l]),delz)

- (R~n) - Fn)

for (i-l~i<-n~ie-+.)I
lowtr(i-l] - lower[i];
d.±aq~i-l1 - diag(i];
upper~i-l] - uppertl;
force~i-li - forcefl];

lowerlnl - 0.0;
d~iaqin) - 0.0;
upper(n) - 0.0;
forcein! - 0.0;

/* Now the LINPAC3X aubroutine is called '

dqtal_(&n, lower, diag, upper, force, &info);

if ( info !- 0 ) I
printf("\n Matrix is singualar, info - Wdn",info);
exit (4):

I' Asbign the returned values of DG'TSL to dei-C
and find C(i) at the new time atop *

for (i-1;i<-n:i+.)f
delX[i] - forceli-lI;
X newi 0 ld + del X[i];
xTi X- xewTij;
I' printf("mi[%d] Se X[%d] %e\n",I, ai~i],i, X~il): *

X(n~ll - n]

/'cccccccccccccccccccccccccccccccccccccccccccccccccccc./
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/*This subroutine finds the correct wafer growth rates and pumtps them
to the file qrovth.dat */I

double file out(n., C tot, X, Iii, Ks, Kh, dolt, dalw, pfixstw, nw, Outer)
Fnt n, nw ' Outer;
double C tot[3Ol), X1301), kl(3011, Ks[301], Kh[3013, delw, delz:
double p'firstw;

/a local variables

FILE *sp, *spl;
mnt i, J:
double react rate, wafer, X~prim., C-totyprime. kl~prim*, K~a.prime;double Xhprtn, least C)

-p fopen(Ooptgqrowth.dat", "w");
spl. - open("optcon.datw, Ow"):

fprintf(spl,*.col nod* X\n");

for (ili-*1ie.
fprintf(zpl,ft%d \t %e*\n",i,Xji]);

wafer - pfirstw;

while (J <- fly)4

i -floor(waf er/del:);
if 1 0)4

X~prime - ((X(4+1] - Mi]lhl.O)'(fraccwafer/d91z)) * Mi);

C:tot~prime - ((C tot~i+1] - C:ýtot(i])/delzI*(fraccyafer/dalz)) + C-tot(±1;

kl-prime - ((klii~lJ - kl[i1)/1.0)*(frac(wafer/del2)) + * jl

Ka-prime - ((K~s~i+lJ - KIs[il)/1.0)*(frac(yafer/dalz)) + Ks(il;

Kh~prime - ((Khti-11 - Kh[iJ)/l.0)*(frac(wafer/delz)) + * )

react-rate - (kl~prie-C tot~prime*Xprime) /
(I. + Ka_.rime-C tot~prim*'X~prime + Zhpriae-

react-rate - react-rate*28.286*(l./2.328).(1,/(cu(100))),
60 .0 l*1O.

I' A/min'

if (j-20
fprintf(sp, *%f\n",raact .rate);

if Cj-26
fprintf Cap, Otf\n", react rate);

if 4 1-35
fpriintf (ap, 4%f\n', react rate);

if CI-45
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fprintf(sp, O%f\n",react~rate);

if (I-55 I
fprintf(sp, "%f\n",r9&Ct rate);

if (j-E
fprirntf (up, O%f\nu,react~rat*)

if Cj-7
fprintf(sp. .,~ ~ atrt)

if I -85

fprirntt(sp, "If\n',r~aCt rate);

if II-95 I
fprintt(sp, atf\no,rsact rate);

if lob-10
fpriritf (sp, "%f\n",r*&ct rate);

if I 115 4
!printf(sp, "%f\n",react rate);

if Cj 124 4
fpriritf (sp, O%f\n4,:e&Ct :&te);

if ( 1 30 ) I
fprintt (sp, "%f\n", react-rate):

waere wafer + delw:

felose(sp);
fc~ovo(spl):

lea.st (outer)

/* and '

/*variance solver

double least (outer)
hit Outer;

rZLz ,spl, *ap2, smp3, *feloscO;
doublt c, am, ap, v, m[1S3, p115), sri, vP. !i;

int i:
char i~iput[10O);

if ( ou~ter
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gpi fopen("I.dat51  r)

if ( outer - 2
gpi - fopen("2.dat, "r");

if ( outer - 3 ) 4
spi - f*Pen('3.dai.# E");

if ( outer - 4 4
api - fopen(*4.dat 1, "x);

if ( outer
api . fopen(IS.dat", "r")

if ( cuter - 6 or)

api w fop~en(7.dSt*, r'O):

if ( outer 71
gpi - fopen(OB.datf arm);

if 4 outer - 9

spi - fopen("9.dhtme "ra);

ap2 - fopen(wopt..gro~jth.dat", "r';
sp3 - fopen(Isnlout.dt*tu&');

/* input the measured values *

for (i-o;i<i12;i~v) 4
fscanflfspl,,%i0s*,input);
an)j - atof (input);

/* input the predicted values ~

for (i-0:i<12,i++)4
facanf Cap2,*%l~

0s, input);
p~)-atof(ir'put);

/* solve for average

am- 0,0;
ap - 0.0;

/0 input the measured values 0

for (i-i:i ii1;iO+) 4
am - am + mtii;
ap - ap + pli);

am - am 11l.6;
ap - ap / 11.0;

/* solve for the variance 9/

V- 0.0:
for (i-l;iC-ll;i+)4
v - v + pow((p(S.1-mjij)s (double) 2.0);

V- v / 11i.0;

/* solve for SN *

an - -10 * leg0(0I:

fclose(sp2):
fcloaa(spi);
fclose(sp3);
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B.2 bernoulli.f

C -f -- ------ ns a i

SUBROUTINE diber(X,BP,DBP,BN,DBN)
C

C
C THIS ROUTINE EVALUATES THE BERNOULLI FUNCTION
C AND ITS DERIVATIVE FOR THE ARGUMENTS X AND -X
C
C -N- -- A-
C
C INPUT VAR:ABLE
C
C X - ARGUM.ENT OF THE BERNOULLI FUNCTION
C
C OUTPUT VARIABLES:
C
C BP - BERNOULLI FUNCTION OF X
C BN - BERNOULLI FUNCTION OF -X
C DBP - DERIVATIVE OF BERNOULLI FUNCTION OF X
C DBN - DERIVATIVE OF BERNOULLI FUNCTION OF -X
C
C DATA:
C
C XLIM - i0.*(-ND)
C EPS - 10.**(-NDIGIT)
C ND - NUMBER OF ADMITTED ERRONEOUS DIGITS
C NDIGIT - NUMBER OF SIGNIFICANT DIGITS
C

C

IMPLICIT DOUBLE PRECISION (A-H,O-Z)
C DATA XLIM,EPS /0.01, 1.D-15/

C

CC Executable code.

C

AX-DABS (X)
C
C COMPUTE THE ASYMPTOTIC VALUES OF THE BERNOULLI FUNCTION
C

IF(AX.GT.80.) THEN
IF(X.GT.0.) THEN

BP-0.
DBP-0.
BN-X
DBN--i.
RETURN

ELSE
BP--X
DBP--i.
BN-0.
DSN-0.
RETURN

END IF
END IF

C
C COMPUTE THE BERNOULLI FUNCTION IN THE INTERMEDIATE RANGE

IF(AX.GT.XLIM) THEN
ARG-DEXP (X)
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BY-X/ARGI
DIP- (A~kG*(1.-X) -1.) /A.Gl/APRG1

ARGi-ARG-i.
BN--X/AP.Gi
DBN- (AAG (1.+X) -1.) /Ar.~i/ARkG

tLSE
C
C tVALOATE THE IEERNOULLI M~CTION FOR SMALL VALUES OF THE ARGUMENT
C

1-1

TN-i.
OF-i.
GP-O. 5
GN-O .
DG-0. 5
SIGN-i.

C
C EVALUP.TE THE TERMS OF THE SERIES
C

10 I-I~i
Al-DFLOAT (I)
SIGN--SIGN
PF-DFIX/Al
OG-DG'X*Al/((AI+i.) *(Al-i.))
FP-FP+DF
FN-FN+DF SIGN
GP-GP +DG
GN-G-rl*DG*SI;N
IF(DABS(DG) .GT.EPS) GO TO 10
BP-i . /F
DBP--GP/ (TFP~)

DBN--GN/ (FN*FN)
END IF

C
RETURN

SUBROUTIIE dberi (X,BP,Bk4)
C

C
C Author :G.Iaccarani,Uraiv. of Bologna
C Version :i.0
C Date. October 23 , 1994
C
CSsS"$sssssss5ssss$SssssssSs

C

C This routine evaluates the Bernoulli function
C for the argnuments X and -X
C

C
C Input variable
C
C x- Arg-ument of tho Bernouiii function
C
C Output variabies:
C
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C BP - Bernoulli function of X
C BN - Bernoulli function of -X
C
C DATA:
C
C XLIM - I0.*(-ND)
C EPS - 10.'*(-NDIGIT)
C ND - number of ad.itted erroneous digits
C NDIGIT - number of significant digits
C
C H • n n eHH HlHn n nH N N K fl• Hl fl•

C
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DATA XLIM,EPS/O.ODO, l.D-15/

C

C
C Executable code.
C
C iNO I N HN PN ~ lN HiO NN •

C
AX-DABS (X)

C
C Compute the asymptotic values of the Bernoulli function.
C

IF(AX.GT.80 DO) THEN
IF(X.GT.O.DO) THEN

BP-O DO
BN-X
RETURN

ELSE
BP--X
BN-0 .DO

END IF
END IF

C
C Compute the Bernoulli function in the intermediate range.
C

IF(AX.GT.XLIM) THEN
ARG -DEXP (X)
ARGl-ARG-l • DO
BP -X/ARGl
ARG -l.DO/ARG
ARGI-ARG-I. DO
BN -- X/ARGI

ELSE
C
C Evaluate the Bernoulli function for small values of the ar -ment.
C

I-I
FP-l.DO
FN-l.DO
DF-I. DO
GP-O.SDC
GN-O.5D0
DG-0.5D0
SIGN .DO

C
C Evaluate the terms of the series.
C

10 1-1+1
AI-DFLOAT (I)
SIGN-SIGN
DF-DF*X/AI
TP-FP+DF
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T?4-FN.DF*SIGN
IF (DABS (OF) .GT.EPS) GO TO 10

BN-i .DO/FN
END IF
RETURN
END
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B.3 dgtsl.f

subroutine dgtsl(n,c,d,e,b, info)
integer n,i info
double precision c(301),d(301),e(301),b(301)

C
c dqtsl given a general tridiagonal matrix and a right hand
C side wi-'! find the solution.
c
c on entry
C
C n integer
C is the order of the trid&agonal matrix.
C
c c double precision (n)
C is the subdiagonal of the tridiagonal matrix.
C ,, through c(n) should contain the subdiagcnal.
c on outpua c is destroyed.
c
Cd double precision(n)
c is the diagonal of the tridiagonal matrix.
c on output d is destroyed.
C
c 0 double precis-on(n)
C is the superdiagonel of the tridiagonal matrix.
c e(l) through e(n-l) should contain the supezdiagonal.
c on output a is destroyed.
c
€ b double precision(n)
c is the right hand side vector.
C
c on return

c b is the solutien vector.

€ info integer
c - 0 normal value.
c - k if the k-th element of the diagonal becomes
c exactly zero. the subroutine returns when
c this is detected.
c
c linpack, this version dated 08/14/78 .
€ Jack dongarra, argonne national laboratory.
c
c no externals
c fortran dabs
C
c internal variables
C

integer k, kb,kpl,r•ml,nrm2
double precision t

c begin block permitting ... exits to 100
C

info - 0
c(l) - d(l)
nml - n - 1
if (nml .It. 1) go to 40

d{l) - e(1)
e(l) - O.OdO
e(n) - O.OdO

c
do 30 k - 1, nzl

kpl- k + 1

€ find the largest of the two rows
c

i f . t . . b t • ', r ,7
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c interchange row
c

t - c(kpl)
c(kpl) - c(k)
€(k) - t
t - d(kpl)
d(kpl) - d(k)
d(k) - t
t - e(kpl)
e(kpl) - o(k)
e(k) - t
t - b(kpl)
b(kpl) - b(k)
b(k) - t

10 continue

C zero elements
c

if (c(k) .ne. O.OdO) go to 20
info - k

c . ............ exit
go to 100

20 continua
t - -c(kpl)/c(k)
c(kpl) - d(kpl) + t*d(k)
d(kpl) - e(kpl) - t*e(k)
o(kpl) - O.OdO
b(kpl) - b(kpl) + t*b(k)

30 continue
40 continue

if (c(n) .ne. O.OdO) go to 50
info - n

go to 90
so contin'e

c

c back solve
C

nm2 - n - 2
b(n) - b(n)/c(n)
if (n .eq. 1) go to 80

b(nml) - (b(nml) - d(nml)*)r(n))/c(nml)
if (nm2 .1t. 1) go to 70
do 60 kb - 1, nm2

k - nzn2 - kb + I
b(k) - (b(k) - d(k)*b'k+li e(k)*b(k+2))/c(k)

60 continue
"70 con ,ir-.
80 continue
90 continue

100 continue
c

return
end
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14atxtixl.e
process date: 9/14/87
process temperatuze: 625 C
process pressure : .200 torr
silane flows: 30/40/80 sccM
inJectot positions; DIC/6.875in R of C

wafer top center bottom left right ave unif
id
20 3908.00 3919.00 3889.00 3945.00 3864.00 3905.00 0.78
26 3911.00 4000.00 3982.00 3927.00 3990.00 3962.00 1.01
35 4046.00 4003.00 4005.00 4048.00 4012.00 4022.00 0.56
45 4062.00 4013.00 4022.00 4053.00 4027.00 4035.40 0.52
55 4134.00 4079.00 4118.00 4127.00 4125.00 4116.60 0.53
65 4216.00 4183.00 4237.00 4219.00 4223.00 4215.60 0.47
75 4400.00 42:9.00 4480.00 4411.00 4400.00 4394.00 1.65
85 4628.00 4634.00 4693.00 4653.00 4630.00 4647.60 0.59
95 4658.00 4679.00 4844.00 4695.00 4668.00 4708.80 1.63

105 4648.00 4668.00 4821.00 4703.00 4650.00 4698.00 1.54
115 4488.00 4478.00 4646.00 4621.00 4471.00 4540.90 1.88
124 4205.00 4217.00 427V.00 4257.00 4177.00 4225.40 0.91
130 3926.00 3929.00 3961.00 3952.00 3908.00 3935.20 0.54

ave unif : 0.97
center ave: 4237.000 +/- 6.76
ave ave : 4262.092 4/- 7.07

deposition time: 75.000 min.
average

wafer growth rate
id A/min

20 52.07
26 52.83
35 53.64
45 53.81
55 54.89
65 56.21
75 58o•9
85 61.97
95 62.78

105 62.64
115 60.54
124 56.34
130 52.47
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matrix2.e
process date: 9/16/87
process temperature: 625 C
process pressure .200 torr
silane flows: 45/55/50 sccm
injector positions: D/C/80875in R of C

wafer top center bottom left right ave unif
id
20 4023.00 4019.00 3984.00 4053.00 3950.00 4005.80 0.99
26 3966.00 4051.00 4023.00 3975.00 4028.00 4008.60 0.91
35 4040.00 3996.00 3990.00 4034.00 4002.00 4012.40 0.57
45 3978.00 3928.00 3936.00 3968.00 3951.00 3952.20 0.53
55 3928.00 3898.00 3921.00 3914.00 3924.00 3917.00 0,30
65 3920.00 3907.00 3969.00 3913.00 3910.00 3929.80 0.64
75 3934.00 3934.00 4037.00 3934.00 3967.00 3961.20 1.13
85 3952.00 3937.00 4008.00 3967.00 3971.00 3967.00 0.67
95 3966.00 3961.00 4036.00 3986.00 3986.00 3987.00 0.74

105 3969.00 3998.00 4226.00 4018.00 3993.00 4040.80 2.60
115 3907.00 3929.00 4087.00 3950.00 3933.00 3961.20 1.82
124 3819.00 3935.00 3886.00 3851.00 381S 00 3842.00 0.73
130 3389.00 3396.00 3437.00 3413.00 3371.00 3401.20 0.74

ave unif : 0.95
center ave: 3906.846 +/- 4.19
ave ave : 3922.015 .1- 4.19

deposition time: 75.000 ULin
average

wafer growth rate
id A/min

20 53.41
26 53.45
35 53.50
45 52.70
55 52.23
65 52.40
?5 50. 62
b5 22.89
9! 55.:6

.05 53.88
115 52.82
124 51.23
).30 45.35
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'S

mat rix3.e
process date: 9/16/87
process temperature: 625 C
process pressure .200 torr
silane flows: 60/70/20 sccm
injector positions: D/C/10.875in R of C

wafer top center bottom left right ave unif
id
20 4386.00 4277.00 4248.00 4288.00 4207.00 42E 20 1.55
26 4206.00 4279.00 4264.00 4222.00 4272.00 4246.60 0.77
35 4264.00 4231.00 4223.00 4263.00 4232.00 424' .60 0.46
45 4159.00 4096.00 4104.00 4160.00 4126.00 4129.00 0.72
55 4004.00 3970.00 4011.00 3997.00 4011.00 3998.60 0.43
65 3939.00 3927.00 4008.00 3937.00 3970.00 3956.20 0.84
75 3889.00 3899.00 4014.00 3885.00 3924.00 3922.20 1.36
85 3826.00 3817.00 3844.00 3828.00 3829.00 3828.80 0.25
95 3621.00 3470.00 3489.00 3621.00 3609.00 3562.00 2.13

105 3397.00 3352.00 3427.00 3426.00 3375.00 3395.40 0.96
115 3269.00 3258.00 3385.00 3326.00 3254.00 3298.40 1.71
124 3128.00 3138.00 3230.00 3199.00 3109.OC 3160.80 1.62
130 3010.00 3013.00 3029.00 3022.00 2862.00 2987.20 2.36

ave unif 1.17
center ave: 3748.231 ÷/- 11.96
ave ave : 3770.077 ÷/- 11.73

deposition time: 75.000 min
average Iwafer growth rate

id A/muin

20 57.08
26 56.65
35 56.57
45 %5.05
55 53.31
65 52.75
7ý 52.30
85 51.05
95 47.49

105 45.27
115 43.98
124 42.14
130 39.83
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matrix4o.s
pzocess date: 9(18/87
process temperature: 625 C
process pressure : .250 torr
silane flows: 30/55/65 occm
injector positions: D/C/10.8'i5in R nf C

wafer top center bottom left right ove unif
id
20 3480.00 3470.00 3453.00 3620.07 3432.00 3411.00 2.13
26 3453.00 3488.00 3487.00 3473.00 3602.00 3500.60 1.67
35 3648.00 3478.00 3577.00 3642.00 3593.00 3587.60 1.91
45 3635.00 3465.00 3475.00 3631.00 3484.00 3538.00 2.46
55 3673.00 3625.00 3685.00 3675.00 3687.00 3669.00 0.69
65 3a31.00 3824.00 3874.00 3837.00 3845.00 3842.20 0.50
75 3886.00 3883.00 4011.00 3889.00 3906.00 3915.00 1.39
85 3981.00 3946.00 4021.00 3999.00 3990.00 3987.40 0.69
95 4058.00 4026.00 4112.00 4088.00 4056.00 4068.00 0.81

105 4211.00 4217.00 4456.00 4272.00 4209.00 4273.00 2.41
115 4241.00 4271.00 4672.00 4425.00 4258.00 4373.40 4.17
124 4143.00 4222.00 4648.00 4260.00 4148.00 4284.20 4.89
130 3948.00 3983.00 4100.00 4002.00 3945.00 3995.60 1.58

ave unif : 1.95
center ave: 3838.308 +/- 7.96
ave ave : 1886.538 +/- 8.02

deposition time: 75.000 min
average

wafer growth rate
id A/mi±n

20 46.55
26 46.67
35 47.83
45 47.1
55 48.S2
65 51.?
75 52.20
85 53.17
95 54.24

105 56.97
115 58.31
124 57.12
130 53.27
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matrix5 .e
process date: 9/16/87
process temperature: 625 C
process pressure : .250 torr
silane flows: 45/70/35 sccm
injector pcsitions: D/C/6.875in R of C

wafer top center bottom left right ave unif
id
20 4147.00 4134.00 40P7.00 4179.00 4042.00 4117.80 1.31
26 4060.00 4171.00 4129.00 40S9.00 4161.00 4122.00 1.14
35 4159.00 4087.00 4084.00 4156.00 4096.00 4116.40 0.92
45 4077.00 4017.00 4032.00 4065.00 4051.00 4048.40 0.60
55 4016.00 3981.00 4037.00 4008.30 4034.00 4015.20 0.56
65 4007.00 4000.00 4120.00 4013.00 4057.00 4039.40 1.24
75 4016.00 4035.00 4222.00 4022.00 4089.00 4C76.80 2.11
85 3974.uO 3971.00 4088.03 4000.00 4012.00 4009.00 1.18
95 3921.00 3929.00 4067.00 3957.00 3954.00 3965.60 1.48

105 3836.00 3839.00 3946.00 3858.00 3835.00 3862.80 1.23
115 3482.00 3464.00 3648.00 3620.00 3481.00 3549.00 2.47
124 3267.00 3260.00 3327.00 3315.00 3256.00 3285.00 1.02
130 3052.00 3043.00 3067.00 3056.00 3040.00 3051.60 0.35

ave unif : 1.20
center ave: 3840.846 +/- 9.24
ave ave : 3865.308 +1- 9.02

deposition time: 75.000 min
average

wafer growth rate
id A/min

20 54.90
26 54.96
35 54.89
45 53.98
55 53.54
65 53.86
75 54.76
85 53.45
95 52.87

105 51.50
115 47.19
124 43.80
130 40.69
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matri.x6 .f
process date: 9/21/87
process temperature: 625 C
process pressure : .250 torr
silane flows: 60/40/50 sccm
injector positions: D/C/8.875in R of C

wafer top center bottom left right ave unif
id
20 4550.00 4547.00 4494.00 4574.00 4444.00 4521.80 1.16
26 4400.00 4529.00 4497.00 4428.00 4500.00 4470.80 1.21
35 4486.00 4404.00 4393.00 4470.00 4424.00 4435.40 0.92
45 4307.00 4213.00 4215.00 4268.00 4249.00 4250.40 0.92
55 4106.00 4051.00 4085.00 4091.00 4104.00 4087.40 0.54
65 4056.00 4017.00 4080.00 4046.00 4063.00 4052.40 0.58
75 4044.00 4025.00 4128.00 4041.00 4062.00 4060.00 0.99
85 4037.00 4007.00 4074.00 4044.00 4042.00 4040.80 0.59
95 4043.00 4025.00 4125.00 4058.00 4054.00 4061.00 0.94

105 4032.00 4073.00 4418.00 4079.00 4064.00 4133.20 3.88
115 3953.00 3989.00 4201.00 4005.00 3988.00 4027.20 2.46
124 3819.00 3844.00 3922.00 3860.00 3830.00 3855.00 1.05
130 3420.00 3427.00 3479.00 3445.00 3425.00 3439.20 0.70

ave unif : 1.23
center ave: 4088.538 +/- 7.23
ave ave : 4110.354 +1- 6.89

deposition time: 75.000 min
average

wafer giowth rate
id A/mrin

20 60.29
26 59.61
35 59.14
45 56.67
55 54.50
65 54.03
75 54.13
85 53.88
95 54.15

105 55.11
115 53.70
124 51.40
130 45.86
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matrixI.e
process date: 9/21/87
process temperature: 625 C
process pressure .350 torr
silane flows: 30/70/50 accm
injector positions: D/C/8.875in R of C

wafer top center bottom left right ave unif
id
20 3686.00 3661.00 3631.00 8710.00 3614.00 3660.40 1.07
26 3624.00 3693.00 3684.00 3655.00 3713.00 3673.80 0.95
35 3822.00 3667.00 3681.00 3820.00 3712.00 3740.40 2.01
45 3736.00 3659.00 3701.00 3733.00 3721.00 3710.00 0.85
55 3846.00 3836.00 3883.00 3854.00 3875.00 3858.80 0.51
65 3901.00 3903.00 4042.CO 3906.00 3982.00 3946.80 1.60
75 3996.00 4024.00 4274.00 4016.00 4095.00 4081.00 2.80
85 4059.00 4057.00 4216.00 4095.00 4129.00 4111.20 1.60
95 4092.00 4090.00 4242.00 4136.00 4153.00 4142.60 1.50

105 4103.00 4170.00 4655.00 4210.00 4190.00 4265.60 5.19
115 4010.00 4063.00 4437.00 4087.00 4068.00 4133.00 4.27
124 3864.00 3883.00 4015.00 3906.00 3877.00 3909.00 1.57
130 3449.00 3449.00 3484.00 3471.00 3461.00 3462.80 0.43

ave unif : 1.86
center ave: 3858.077 +/- 5.66
ave ave : 3899.646 +/- 6.15

deposition time: 75.000 min
average

wafer grorth rate
id A/min

20 48.81
26 48.98
35 49.87
45 49.47
55 51.45
65 52.62
75 54.41
85 54.82
95 55.23

105 56.87
115 55.11
124 52.12
130 46.17
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matrixS .e
process date: 9/23/87
process temperature: 625 C
process pressure .350 torr
silane flows: 45/40/65 sccm
injector positions: D/C/10.875in R of C

wafem top center bottom left right ave unif
id
20 4105.00 4093.00 4057.00 4135.00 4031.00 40;4.20 1.00
26 3978.00 A051.00 4031.00 4000.00 4044.00 '.Ci0.80 0.77
35 4013.00 3955.00 3955.00 4013.00 3976.00 5932.40 0.73
45 3921.00 3876.00 3881.00 3918.00 3901.00 3C99.41 0.53
55 3872.00 3845.00 3869.00 3872.00 3873.00 3866.26 0.31
65 3876.00 3861.00 3925.00 3896.00 3896.00 3890.80 0.62
75 3933.00 3916.00 4042.00 3940.00 3961.00 3958.40 1.25
85 4032.00 3996.00 4075.00 4050.00 4036.00 40V7.80 0.71
95 4132.00 4097.00 4195.00 4184.00 4127.00 4147.00 0.99

105 4286.00 4408.00 4414.00 4492.00 4396.00 4399.20 1.68
115 4440.00 4624.00 4855.00 4641.00 4476.00 4607.20 3.57
124 4260.00 4462.00 4784.00 4620.00 4282.00 4481.60 4.99
130 4045.00 4096.00 4247.00 4134.0C 4064.00 4117.20 1..94

ave unif : 1.47
center ave: 4098.462 ÷/- 6.06
ave ave : 4114.785 ÷/- 5.76

deposition time: 75.000 min
average

wafer growth rate
id A/min

20 54.46
26 5. 61
35 53.10
45 51.99
55 51.55
65 51.88
75 52.78
85 53.84
95 55.29

105 58.66
115 61.43
124 59.75
130 54.90

87



matrix9 e
process date: 9/23/87
process temperature: 625 C
process pzessure .350 torr
silane flows: 60/55/35 sc=
injector positions: D/C/6.875in R of C

wafer top center bottom left right ave unif
id
20 4742.00 4734.00 4701.00 4768.00 4692.00 4727.40 0.66
26 4665.00 4699.00 4684.00 4676.00 4700.00 4684.80 0.32
35 4670.00 4637.00 4637.00 4667.00 4651.00 4652.40 0.34
45 4273.00 4238.00 4246.00 4273.00 4267.00 4259.40 0.38
55 4174.00 4097.00 4170.00 4167.00 4181.00 4157.80 0.83
65 4109.00 4060.00 4189.00 4121.00 4158.00 4127.40 1.19
75 4063.00 4059.00 4239.00 4088.00 4160.00 4121.80 1.87
85 3989.00 3967.00 4121.00 4019.00 4012.00 4021.60 1.47
95 3926.00 3927.00 4124.00 3988.00 3942.00 3981.40 2.10

105 3842.00 3843.00 3968.00 3873.00 3850.00 3875.20 1.38
115 3415.00 3406.00 3467.00 3452.00 3417.00 3431.40 0.77
124 3189.00 $11-70.00 3246.00 3232.00 3181.00 3203.60 1.04
130 3033.00 2668.00 3037.00 3036.00 'r3032.00 2961.20 5.54

ave unif : 1.38
center ave: 3961.923 ÷/- 15.17
ave ave : 4015.800 ./- 13.63

deposition time: 75.000 min
average

wafer growth rate
id A!m/n

20 63.03
26 62.46
35 62.03
45 56.79
55 55.44
65 55.03
75 54.96
85 53.62
95 53.09

105 51.67
115 45.75
124 42.71
130 39.48
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optim.ized parameter run
process date: 12/4/87
process temperature: 625 C
process pressure : .200 tort
silane flows: 45/40/65 sccm
injector positions: D/C/8.875in R of C

wafer top center bottom left right ave unif
id
20 3905.00 3887.00 3651.00 3976.00 3824.00 3888.60 1.49
26 3872.00 3874.00 3862.00 3828.00 3930.C0 3873.20 0.95
35 3885.00 3844.00 3849.00 3895.00 3855.00 3865.60 0.59
45 3861.00 3826.00 3833.00 3856.00 3845.00 3844.20 0.39
55 3835.00 3700.00 3830.00 3842.00 3837.00 3808.80 1.60
65 3852.00 3827.00 3872.00 3852.00 3856.00 3851.80 0.42
75 3883.00 3869.00 3940.00 3884.00 3895.00 3894.20 0.70
85 3920.00 3899.00 3968.00 3962.00 3920.00 3933.80 0.76
95 3973.00 3960.00 4086.00 4035.00 3960.00 4002.80 1.40
105 3956.00 4010.00 4270.00 4065.00 3968.00 4053.80 3.16
115 3889.00 3894.00 4041.00 3985.00 3892.00 3940.20 1.76
124 3879.00 3822.00 3854.00 3850.00 3880.00 3857.00 0.62
130 3325.00 3312.00 3366.00 3400.00 3285.00 3337.60 1.36

ave unif : 1.17
center ave: 3824.923 +/- 4.47
ave ave : 3857.815 ÷/- 4.41

deposition time: 75.000 min
average

wafer growth rate
id A/min

20 51.85
26 51.64
35 51.54
45 51.26
55 50.78
65 51.36
75 51.92
85 52.45
95 53.37

105 54.05
115 52.54
124 51.43
130 44.50
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